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Urgency of the research. The problem of natural language generation is becoming more actual in recent days due to the
growing demand for automated generation of object descriptions, article excerpts, news summaries, passages in microblogging
services, response messages used by chat bots, etc. Thus, the problem is to generate a text given the context. This paper deals
with the problem of generating text specifically in Russian since each language group requires an individual approach.

Target setting. There is no method to generate thematic texts automatically, especially in Russian language, that gives
well-interpreted and suitable results.

Actual scientific researches and issues analysis. In the past few years, more articles have been devoted to the topic of
generating thematic texts, due to the emergence of new methods for sequences generation using recurrent neural networks.
However, approaches related specifically to thematic texts generations, in Russian are insufficiently explored.

Uninvestigated parts of general matters defining. This article focuses on a study and analysis of the proposed approach for
generating Russian-language thematic texts. It is specialized in one language group and specific approach in terms of model selection.

The research objective. Create model trained on a group of short passages that identifies a context of a text and as out-
put generates a well-interpreted natural text in Russian.

The statement of basic materials. The analysis of the joint use of the RNN and word2vec models is conducted. Ap-
proaches for the transformation of the input text, analysis of sentences structure, prediction of subsequent parts of speech,
prediction of following words and the general model structures are proposed. The results of the models are appeared to be
well interpreted and meaningful.

Conclusions. The iinterpretability, structure and parameters of the models that showed the best results for the generation were
analyzed. The approach proved to be good for generating thematic texts. The results and analysis of the subsequent steps are given.

Key words: text generation; recurrent neural networks; long short-term memory; word2vec.

Fig.: 3. Tabl.: 1. Bibl.: 13.

Target setting. Due to the growing demand for automated generation of object descriptions,
article excerpts, news summaries, etc., generation of thematic texts has become an actual topic
in the recent years. At the same time, the problem of generating thematic texts with the help of
recurrent neural networks [1] is still little understood, moreover, in the context of the Russian
language. Because of that, a new approach to the generation of Russian-language thematic texts
with the use of recurrent neural networks in combination with word2vec has been offered.

Actual scientific researches and issues analysis. In connection to the invention of new
methods and approaches in the field of artificial intelligence, the topic of text generation has
become more studied in recent years. In particular, in [2] the generation of English texts on a
general topic on a basis of recurrent neural networks is studied, in [3] the application of recur-
rent neural networks for the generation of an English-language image descriptions is investi-
gated, and in [4] the application of recurrent neural networks for constructing a model capable
of an English-speaking dialogue system with the user is developed.

Uninvestigated parts of general matters defining. Despite a considerable number of
works devoted to the application of recurrent neural networks for the text generation, the
problem of thematic text generation remains little investigated. Moreover, in connection with
the fact that models behave differently for each language group, it is necessary to conduct a
separate study and a separate selection of parameters for the each language. Therefore, this
work focuses on the generation of thematic texts in Russian.

The research objective. The purpose of this paper is to investigate the application of the
recurrent neural networks in combination with word2vec to generate thematic texts specifical-
ly for the Russian language. As a solution, the article will focus on creating a model that gen-
erates Russian-language text on a given topic using the above-mentioned structures and ana-
lyzing its interpretability and parameters.

The statement of basic materials. The standard formulation of the task of pseudo-
random text generation occurs in two forms. In the first form, the goal is to predict the next
character of the text given N previous characters, where N usually varies from 50 to 1000 [5].
An alternative is to predict the next word given N previous words. Here, N usually varies
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from 5 to 20 [5]. The approach where the next character of the text is being predicted has a
big advantage in terms of a small number of classes of elements: the size of the alphabet and
separating symbols. The other approach that learns words sequences has significantly more
variants, depending on the size of the vocabulary of training data.

In this article we focus on developing model that deals with word sequences to extract
more data from every word by using word2vec transformations.

Basic definitions. A recurrent neural network (RNN) [1, 6] is a type of artificial neural
network that involves directed cycles in memory. The input to such networks is a sequential
signal. Each element of the sequence is successively transmitted to the same neurons, which
return their prediction to themselves together with its next element until the sequence ends.

LSTM [7] is a type of Recurrent Neural Network that has a complex dynamics and makes
it easy to "remember" information for an extended number of timestamps. The "long-term"
memory is stored in the memory cell vector. Despite the fact that many LSTM architectures
differ in their connection structure and activation functions, all LSTM architectures have ex-
plicit memory cells for storing information for long periods. LSTM can decide to overwrite
the memory location, load it, or save it for the next time step. The architecture demonstrated
itself better than RNN in a number of tasks [8, 9, 10].

To predict the next element in a sequence, specifically, the next word in the sentence, the
Generative LSTM 1s used. Having the sequence of input vectors(x,,..., x, ) , the model uses the

sequence of its output vectors(o,,...,0;), to have a sequence of predictable distributions

P(x,,, |xS,) =softmax(o, ), where the distribution of softmax function is given by:

exp(o,”) .
> exp(o,)’ @

where o, is the output vector of the model.

P(softmax(o,) = j) =

The goal of the generative model is to maximize the total logarithm of the probability of
the training sequence. Even considering the fact that the latent elements of the network are
deterministic, our choice of network prediction will be stochastic, because the states of its

output elements define the conditional distribution P(x,,, |xS,) =softmax(o,).

Word2vec [11] is a technology comprised of models used to convert words to word em-
beddings. These models are two-layer neural networks that processes text. Word2vec input is
a text corpus and its output is a set of vectors: feature vectors for words in that corpus. The
purpose and usefulness of Word2vec is to group the vectors of similar words together in vec-
tor-space. Word2vec creates vectors that are distributed numerical representations of word
features, features such as the context of individual words.

General model structure. The structure of the model was chosen to predict the sequence
of sentences most accurately, while taking into account the correspondence between the parts
of speech, punctuation marks and the topic of the text. Fig. 1 illustrates its main components.

The input of the model is given by a sequence of N last words or punctuation marks. Then
the sequence is directed to the input of two models. The first model preprocesses the input
sequence and converts the words into the appropriate parts of the speech and punctuation
marks into the corresponding codes. The processed sequence is forwarded to the Recurrent
Model 1, which outputs a part of the speech of the word to be predicted.

The second model also preprocesses input sequence, converting words and punctuation marks
into the corresponding vectors using the word2vec model. Then, the processed sequence is for-
warded to the Recurrent Model 2, which outputs the vector representation of the following word.
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Model number 3 aggregates the output data of both models and on their basis, as well as using

a dictionary of words with the corresponding vector representations of word2vec model, and pre-
dicts the next word in the text. At the end, the predicted word is appended to the end of the text.

Sequence of N last words and delimiters

Input text

1

Y Y

Part of speech

. word2vec
converter
Recurrent Model 1 Recurrent Model 2
Predicts part of speech of Predicts vector representation
the next word of the next word

|

Model 3
Word selection

Fig. 1. General model structure

Append the word to the text

Recurrent models structure. Recurrent Model 1 is responsible for words’ parts of speech
prediction and consists of two layers — LSTM and Dense one. As an input, it takes a sequence
of N parts of speech and then predicts the part of speech of the following word.

Sequence of N
parts of speech

!

LSTM

Y

Dense

Fig. 2. Structure of the part of speech prediction model

Recurrent Model 2 is responsible for words prediction and consists of 12 layers and is the
main part of the general model responsible for words generation.
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Fig. 3. Structure of the word prediction model

The input in format of N word embeddings firstly goes to two parallel networks, both of which
consists of Dense layer, followed by LSTM along with Dropout layers and, lastly, the LSTM layer.

Finally, outputs of two networks are stacked together, pushed to the network of 4 Dense and
Dropout layers, and the last Dense layer outputs the word embedding of the following word.

Data. To convert words to the word2vec format, the pre-trained fast Text model [12] was
used. The model was trained on an open archive of Russian Wikipedia articles for the 2016
year [13]. To simplify the work of the model, the text content was preliminarily filtered, leav-
ing only Russian-language words and punctuation marks ",", "-", ".", "I", "?". The brackets
with the inner content were also removed. To filter out rare words, such as proper names, only
those words that occurred at least 20 times were left in the set. All sentences that contained
previously defined rare words were removed from the text. Finally, about articles with a total
number of 300,000 words were kept in the training set.

Experiments. The training stage consisted of splitting the articles into sequences of N
words while marking N + 1 word as the target variable. The experiments were done with N
varying from 5 to 20 and the final results presented here were held with the value of 13. Final
dataset consisted of 300,000 samples where the word prediction model reached the loss of
0.0195. The part of speech model reached the loss of 1.31417.

The testing stage evaluation was based on observations of generated text. Text generation
process consisted of giving the network initial context and iterating the prediction phase until
at least 30 words were produced. To give the network the context, first N/2 elements of the
sequence were manually set. Table illustrates the produced results.

Table
Examples of generated texts
Given context Produced results
1 2

3KOHOMHUKa CTpaHa I/IMHOpT Ha CyI[OXOI[HBIX peKaX NI KaHaJIaX OCHOBHBIC CTaThbU I/IMl'IOpTa . He(l)TI) , ABTO-

3KCHOpT HaJIor MOGI/IJ'II/I BBIICIAKOTCS HpOI/I3BOI[I/ITeJ'H>HOCTI)IO . B UTOI'¢ IOMUMO HpI/IMe‘IaTe.TIL-
HOCTHU BO3paH_IeHI/IH GLICTpOMeHHIOH_[I/IXCH COOTBCTCTBCHHBIX HpOI/I3BOI[I/ITeJ'H>HO-
CTeﬁ, BBISICHUJIOCH MECTO COOTBECTCTBCHHOI'O CHEHy‘IPE)KZ[eHI/IH.
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End table
1 2
a3suda KPITaﬁ KHTaﬁCKHﬁ OH y‘II/ITI)IBaJ'I U BO3MOXXHOCTHU HpI/II[BOpHOFO CIICKTAKJId B UTAJIBSIHCKOM I[yXC . B
HHOHCKI/Iﬁ TaﬁBaHL KOpeH IIOCJICACTBUU CHHranypeu IIOMUMO ABAALIATUINCCTUIICTHAS BpeMH TAKIKC HOJ'Iy-
KOpeﬁCKHﬁ qaer 60J1ee BBICOKHEC ITO3UIIUU B CITUCKE.

3J'IeKTpPI‘IeCKPII>i KilaBUaTypa 00BEKTEI BPIpTyaJ'ILHOﬁ PE€AIbHOCTH JOJIP)KHBI BECTH ce0st aHAJTOTUYHO IMOCTpCAAKTU-
mnmporpaMma nporpaMmupo- | poBaHuA CaMOHACTPAUBAIOIIUXCA CUCTEM TPEACTABIICHHUA . TEXIOKYMCHTAIIMU KOM-
BaHWEC KOMIIBIOTEP TIOHYIOTCA OTHOCUTEIIbHO MallIMHAJIbHOI'O TTOJIOKCHHA B I[aﬂbHeﬁIHeM HCIIOJIb3yCMa.

Conclusions. The paper has demonstrated the ability of Long Short-Term Memory recurrent
neural networks along with word2vec network to generate thematic meaningful Russian-language
texts. It can be seen that the use of such combination produces qualitative results. A model that
produces interpretable results has been developed and its parameters has been studied.

There are several directions for future work. One is to change the model structure, increas-
ing the number of hidden units and adding more layers. Another is to increase the size of
training dataset to give the model more context. These changes will definitely improve the
results. It also would be interesting to test the model on different languages.
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IUTAHHA T'EHEPALIT TEMATHUYHUX TEKCTIB HA OCHOBI
PEKYPEHTHUX HEMUPOHHUX MEPEXK TA WORD2VEC

Axmyanvnicms memu docnioycennan. Ilpobnema cenepayii mexcmie cmae Oinbui AKMyanbHOIO 8 OCMAHKE OHI Y 36 "S3KY
31 3pOCMAIOYUM RONUMOM HA AGMOMAMUYHE CMEOPEHHsL ONUCIE 00 €Kmig, YpusKie cmameti, NIOCYMKI8 HOBUH, NOBIOOMIEHb )
cayarcobax mikpobnoeie, ionogioeii uam-oomie mowo. Takum 4uHoM, nPodIEMOIO € CMBOPeHHs MEKCMI8, W0 8I0N08I0aNb
3a0anivi memamuyi. L{n poboma npucesuena npobnemi cenepayii mekcmie came pociliCbKoio M0O80I0, OCKINbKU KOICHA MOBHA
2pyna eumazac inougioyanrbHo2o nioxooy.
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ITocmanoexa npoénemu. Biocymuicms 006pe inmepnpemoganoco memoody 0 a8MOMAMUYHO20 CMEOPEHHs. POCIliChb-
KOMOBHUX MeMAMUYHUX MEKCMI6 3a O0NOMO20I0 PEKYPEHMHUX HEUPOHHUX MePENC.

Ananiz ocmannix oocnioxcens i nyonikayii. Ilpomseom ocmannix pokie 3’s61s1emvcs 6ce Oinvbuie cmamet, npuUcesiye-
HUX 2eHepayii memMamudHux meKcmis, 30Kpemd, 3a805Ku NOA6i HOBUX Memooie 2eHepayii NOCIIO0BHOCHEl 3 BUKOPUCAHHAM
peKypenmuux neuponnux mepesic. Ilpome nioxoou cneyughiuni 0ns cenepayii memamuynux mexkcmis, 0coonu8o pociticbKkoio
MOB0I0, 6Ce uje HeOOCMAMHbLO BUBHEHI.

Buoinenna ne eupiwienux paniwie wacmun 3a2anvroi npodaemu. Cmamms npucesiiena 6UEYEHHIO ma auanisy 3anpo-
NOHOBAHO20 NIOX0OY 015l 2eHepayii MmeMamuyHux meKcmis, 30Kkpema HaAnUCAHUX POCiliCbKolo M08oio. Jlocnioicents cghoKy-
COBAHO HA BUGHEHHI 3ACMOCYBAHHSA PEKYPEHMHUX HelPOHHUX Mepedc ma word2vec.

ITocmanoeka 3ae0annn. 3a60annsim € cmgopumu Mooenb, HaMpPeHOBary HAa SPYNi YPUBKI@ POCILICbKOMOBHUX cmamell,
WO HAGUUMbCS SUSHAYATU KOHMEKCM meKCcmy, i AK pe3yabmam suoasamu 0odpe iHmepnpemosanuii meKcm 3a mi€io e
Camoio memamuxoio.

Buxnao ocnoenozo mamepiany. I[Iposedeno ananiz cninvhoeo euxopucmanns mooenei RNN ma word2vec. Onucano nio-
X00u 051 0OPOOKU 6XIOHO20 MEKCMY, AHANI3Yy CIMPYKIMYPU peyetb, NPOSHO3Y8AHHA HACHIYNHUX YACHUH MOSU, NPOSHO3YBANHS
HACMYNHUX C1li6 Ma CMPYKMypu 6i0nosionux mooeneil. Pesynomamu euagunucy 0oope inmepnpemosanumy ma sMicmosHUMU.

Bucnoeku. [Ipoananizosarno 3micm, cmpykmypy ma napamempu mooenei, aKi noKkasany HatKpawji pe3yibmamu Ois 2e-
nepayii mexcmie. I1ioxio noxasas cebe 006pe Ons cmeopenns memamuunux mexcmis. Hasedeni pezynomamu excnepumen-
mie ma ananiz HaCMynHux KpoxKie.

Knrouogi cnosa: cenepayis mexcmy,; pexypenmui netipoHHi Mepedici; 0062a KOPOMKO4ACHA nam sams, word2vec.

Puc.: 3. Tabn.: 1. Bién.: 13.
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BONPOCHI 'TEHEPALIUN TEMATUYECKUX TEKCTOB HA OCHOBE
PEKYPPEHTHBIX HEUPOHHBIX CETEU U WORD2VEC

B cmamve paccmampusaemcs 60npoc cenepayui NCe8OOCIYHAHbIX MEKCMO8 Ha 3A0aHHyI0 memamuky. /s eenepayuu
MEeKCMOo8 UCNONb3VIOMCSL peKyppermubie nelipounvie cemu (LSTM) ¢ npedsapumensroti 00pabomxoii ¢iog ¢ nOMOubI0 MO-
Odenu word2vec. Tema mexcma 3adaemcs ¢ nomowbio Habopa Kuoyeswvix ciog. Moodenu mpenupylomes Ha Habope pyccko-
AZbIYHBIX Cameil.

Knrouesuie cnosa: cenepayus mexcma,; peKyppenmmvie Helupontble cemu, 001245 KpAmKOCPOUHAs Namsams, word2vec.

Puc.: 3. Tabn.: 1. Buébn.: 13.
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