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USING EXCESS CODE TO DESIGN FAULT-TOLERANT TOPOLOGIES

Urgency of the research. The task of increasing fault tolerance is one of the key tasks in constructing a computing sys-
tem and in modernizing an already existing one. Particular attention is paid to it when building multicomputer systems or
clusters. The most interesting ways to increase fault tolerance is to use the topological structure of the system to bypass the
malfunction and use one or another element of the system to replace the faulty. Of course, this requires the development of a
specific topology. The article deals with the development of fault-tolerant versions of popular topologies, such as quasi-
quantum and hypercube, based on the excess code 0/1 /-1.

Target setting. An important part of any multicomputer system or cluster is its topological structure. This structure de-
fines the routing of messages in the system, speed of message transmission, and level of fault-tolerance of a system. The arti-
cle proposes a method for increasing fault-tolerance based on the use of excess code.

Actual scientific researches and issues analysis. Synthesis of topologies such as the hypercube or the de Bruin topology is well
studied and described now, there are papers consider methods for increasing the fault-tolerance that based on usage of additional
nodes that duplicate current nodes. Other papers consider using a tree-based routing to improve fault-tolerance of the system.

Uninvestigated parts of general matters defining. Now the possibilities of using excess code 0/1/-1 for creating new
fault-tolerant topologies based on existing synthesis methods are unconsidered.

The research objective. The task is to describe the synthesis of fault tolerant topologies, the consideration of the possi-
bilities of using their features and the analysis of the main characteristics in comparison with each other and with classic
versions based on binary code.

The statement of basic materials. The synthesis of hypercube and de Bruin topology is described on the basis of the
usual binary code and the redundant code 0/1 / -1, the possibilities of using redundancy are considered, first of all, to in-
crease the fault-tolerance, a comparative analysis of all of these topologies is carried out.

Conclusions. The analysis of characteristics is performed, the main advantages and disadvantages of the proposed to-
pological structures are highlighted, suggestions for their improvement are made.
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Target setting. An important part of any multicomputer system or cluster is its topologi-
cal structure. It describes how computing elements are interconnected. This structure defines
the routing of messages in the system, speed of message transmission, and level of fault-
tolerance of a system. Level of fault-tolerance represents the ability of the system to function
correctly in the failure of its constituent parts. Therefore, we propose a method to improve
fault tolerance, based on the usage of excess code.

Actual scientific researches and issues analysis. Synthesis of topologies such as the hy-
percube or the de Bruin topology (also called quasi-quantum) is well studied and described.
Many papers consider methods for increasing the fault-tolerance that based on usage of addi-
tional nodes that duplicate current nodes. Other papers consider using a tree-based routing to
improve fault-tolerance of the system and to prevent locks.

Uninvestigated parts of general matters defining. Now the possibilities of using excess
code 0/1/-1 for creating new fault-tolerant topologies based on existing synthesis methods are
unconsidered.

The research objective. The purpose of the research is a synthesis of new topologies
based on quasi-quantum and hypercube topologies using an excess code for encoding nodes
numbers. Also, it is necessary to make a detailed analysis of the system's characteristics and
routing capabilities. Special attention will be paid to the issues of fault-tolerance.

The statement of basic materials. The task of topology synthesis defined: there are M
nodes, their numbers are encoded by some code. Usually, M = BY, where B — the basis of the
chosen numeral system or code, N — a numeral bit capacity of nodes numbers. One of the
goals of this task to get for each node all codes of its neighbors. To achieve that some trans-
formation with node's code 1s used.

Basic definitions. De Bruin topology and the hypercube are quite convenient in terms of
routing. In the classic version [1-4], the binary numeral system is used for encoding of nodes

numbers. It means, the maximal count of nodes for N — bit code is 2N. The difference between
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these topologies is as follows: to synthesis de Bruin topology Shuffle transformation is used,
and to synthesis hypercube Exchange is used. In the binary numeral system, these approaches
looks like shift and bit’s inversion respectively.

Synthesis of topology using binary code. Below, the synthesis process for each of the se-
lected topologies in the case of N=2 and N=3 is shown.

In de Bruin topology getting of neighbor node’s code performs through shifts on left and
right with insertion 0 or 1 in released bit. Table 1 shows synthesis of this topology for case
N =2, table 2 — for N = 3.

Ne 1 (15), 2019

Table 1
De Bruin topology synthesis for 2-bits binary code
Value Code . Put 0 to releaseq bit. . Put 1 to released pit .
Shift left Shift right Shift left Shift right
0 00 00 00 01 10
1 01 10 00 11 10
2 10 00 01 01 11
3 11 10 01 11 11
Fig. 1. De Bruin topology for N=2
Table 2
De Bruin topology synthesis for 3-bits binary code
Value Code ' Put 0 to released !)it . .Put 1to released.bit.
Shift left Shift right Shift left Shift right
0 000 000 000 001 100
1 001 010 000 011 100
2 010 100 001 101 101
3 011 110 001 111 101
4 100 000 010 001 110
5 101 010 010 011 110
6 110 100 011 101 111
7 111 110 011 111 111
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Fig. 2. De Bruin topology for N = 3

Analogically we can use similar for hypercube synthesis [5] but it is required to do inver-
sions of one digit of code instead shift with insertion. It is illustrated in tables 3 and 4.

Table 3
Hypercube topology synthesis for N=2
Value Code Exchange 1st bit Exchange 2nd bit
0 00 10 01
1 01 11 00
2 10 00 11
3 11 01 10
Fig. 3. Hypercube, N = 2
Table 4
Hypercube topology synthesis for N=3
Value Code Exchange 1st bit Exchange 2nd bit Exchange 3rd bit
0 000 100 010 001
1 001 101 011 000
2 010 010 000 011
3 011 011 001 010
4 100 000 110 101
5 101 001 111 100
6 110 010 100 111
7 111 011 101 110
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Fig. 4. Hypercube, N = 3

About excess code 0/1/-1. The excess code 0/1/-1 differs from the usual binary code with
the presence of an additional number -1. It is denoted by the character T. All other properties,
including the weight of the digits, are the same as for usual binary code. The main feature of
this code is: one number in this code sometimes can be presented in several ways. For exam-
ple, the number 3 in 3-digits excess code can be written as 011, 10T and 1T1. The maximal

count of representations growth with a bit capacity of code. Also, unlike to usual binary code,
this code includes the negative numbers.

The number of possible representations

2,5
2
1,5
0,5
0
2 digits

3 digits

—_

-7 m-6 m-5m8-4 m-3 w-2 m-1] m0 m] m2 m3 w4 m5 m6 w7

Fig. 5. Count of numbers representations on excess code with different digital capacity

Synthesis of topology using excess code. The synthesis process is similar, but it differs
that digit T now is used in the process of insertion/replacement. In case of quasi-quantum to-
pology, it used as an additional variant of insertion on shift. In case of hypercube: there are

two variants of exchange for every digit, not only one. Table 5 shows de Bruin topology syn-
thesis based on 2-digit excess code. Table 6 shows similar synthesis for hypercube.
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Table 5
De Bruin topology synthesis for 2-digital excess code
Value | Code Put 0 to releasgd bit Put 1 to releasgd bjt Put T to releasgd bit
Shift left Shift right Shift left Shift right Shift left Shift right
0 00 00 00 01 10 0T TO
1 01 10 00 11 10 1T TO
-1 0T TO 00 T1 10 TT TO
2 10 00 01 01 11 0T T1
3 11 10 01 11 11 1T T1
1 1T TO 01 T1 11 TT T1
-2 TO 00 0T 01 1T 0T TT
-1 T1 10 0T 11 1T 1T TT
-3 TT TO 0T T1 1T TT TT
Fig. 6. De Bruin topology based on excess code, N=2
Table 6
Hypercube topology synthesis for 2-digital excess code
Value Code Exchange 1st bit Exchange 2nd bit

0 00 10 TO 01 0T

1 01 11 T1 0T 00

-1 0T 1T TT 00 01

2 10 TO 00 11 1T

3 11 T1 01 1T 10

1 1T TT 0T 10 11

-2 TO 00 10 T1 TT

-1 T1 01 11 TT TO

-3 TT 0T 1T TO T1
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Fig. 7. Hypercube topology based on excess code, N=2

Using redundancy. There are several ways of using the proposed redundancy. Firstly, exis-
ting of several nodes with same numbers allows uniting those nodes in a cluster. This allows, to
hide their essence from the user. In case of a node failure, another element in a cluster can take it's
role. Also, the encoding allows access to each element separately. It allows to increase the sys-
tem's performance in case of failure-free working through the use of additional elements.

The alternative way of using redundancy is a fault-tolerant routing [6-7], based on routing
trees. The top of the tree is a node with same values of digits in the code. Those trees are con-
structed as follows: in case of quasi-quantum topology node’s code is shifting left with inser-
tion. In case of hypercube one digit in the code is inverted. If K-th digit been inverted on the
previous step, on the next step we can invert only lower digits relative to K.

Usage of routing trees is follows: the routing program analyzes the next node on a route
and if this node is busy or faulty, the transition on an alternative tree is performing. Thus, the
task of bypassing the faulty nodes is solved simply and effectively. Also, this approach helps
to decrease the probability of locking data transfer. If a needed node is busy while data trans-
fer, this method allows to find free node using a transition on an alternative tree [§8].
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Fig. 9. Routing trees for classic hypercube topology

Of course, in case of failure of two and more nodes the malfunction bypassing can be difficult
or even impossible to do, using the routing trees. In the case of fault-tolerant topologies, there are
three elements with the same digits in code, not only two. As result, the 3 routing trees can be de-
signed, and failure of 2 elements will not lead to system failure. Moreover, if elements with the
same number have been substituted by clusters or multiprocessor systems, then it is possible usu-
ally to bypass the malfunction, by delivering information not through “original” node. In this situ-
ation, it is possible to use a node with the same number but with a different code.
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Fig. 13. Routing tree for hypercube, based on 3-digits excess code, built from node TTT

Comparison of designed topologies characteristics. The comparison of designed topo-
logies was done. In table 7 describes basic parameters of topological structures such as power,
diameter and others are given.

Table 7
Topologies comparison by the main characteristics

Parameter Base topologies Redundant topologies
Topology De Bruin Hypercube De Bruin Hypercube
Count of bits (N) 3 5 8 3 5 8 2 3 5 2 3 5
Count of nodes 8 32 | 256 | 8 32 | 256 | 9 27 | 243 | 9 27 | 243
Diameter 3 5 8 3 5 8 2 3 5 2 3 5
Power 4 4 3 5 8 6 6 6 4 6 10
Count of edges 16 | 64 | 512 | 12 | 80 |1024| 27 | 81 | 723 | 18 | 81 |1215
Minimum number of nodes that
must fail for the impossibility
of using routing trees 2 2 2 2 2 2 3 3 3 3 3 3

Conclusions. In this paper method for fault-tolerant topology synthesis was proposed. It is
based on using the excess code. Tree-based routing method considered, that allows to bypass

the faulted nodes.

The advantages of proposed topologies are: a higher level of fault tolerance, which is
achieved with the using of an additional tree, and the possibility of substitution nodes with
same numbers in clusters, that additionally increases the fault tolerance of system and allows
at the same time to abstract from the structure of clusters and access to concrete elements. It
prevents the inaction of elements and associated loss of performance.
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However, proposed solutions has disadvantages too. Firstly, it is the power increasing. As
can be seen from the table, power of de Bruin topology is always equal to 4, while power for
hypercube is equal to the number of bits in the code of nodes. Excess code usage increases the
power of both topologies. For the de Bruin topology, power become equal to 6 and it isn't de-
pending of the number of nodes. In case of usage excess encoding for hypercube, the power
increases as 2N, where N is the number of digits of the encoding. It means that if N = 4 the
power of hypercube will be equal to 8, while the optimal for realization is the value of this
parameter from 4 to 6. As a result, the complexity of this topology increases with large N.

There are several possible options to improve the solutions developed. First, if necessary,
it is possible to reduce the number of elements, by assigning to the same element different
codes with the same value. Second, it is possible to remove some connections that are not
used in trees, thereby reducing the cost on designing the system. Thirdly, it is possible to du-
plicate the key elements of trees, thereby increasing the fail-tolerance of the entire system.
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BUKOPUCTAHHSI HAJVIMIIIKOBOI'O KOAY JJIsSI HIOBY 10OBH
BIZIMOBOCTIMKHNX TOIOJIOI'TH

Axkmyanvnicme memu 00cniodcenns. 3a80ants niouUeHHsA BI0MOBOCMIUKOCHI € OOHUM i3 20108HUX 3A80AHb NPU NO-
6y006i 064uUCTI08ANbHOI cucmemu § npu ModepHizayii eice icuyioyoi. Ocobnugy yeaey il npudinaioms npu nob6yo00s8i mMynbmu-
Komn tomepHux cucmem uu xiacmepis. Haiibinow yixagumu cnocobamu 30invuients 8i0MoBOCMIKOCMI € GUKOPUCMANHS
Mononociunol cmpykmypu cucmemu 05 06X00y HeCNpagHOCMI Ma GUKOPUCMAHHS MO20 U THULO20 eleMeHma cucmemu Ois
3amiwenns HecnpasHnoeo. 36icHo, ye nompebye po3podku cneyugiunoi mononozii. Y cmammi pozenanymo po3pooxy eiomo-
B80CMIIKUX BEPCill NONYIAPHUX MONONO2TH, MAKUX AK K8A3IK6AHMO8A Ma 2inepky6, Ha 0cHOBI HaONuuK08020 Kooy 0/1/-1.

Ilocmanogxa npoénemu. Badcnugoro yacmunoro 6y0b-aKoi MyIbmuKomMn 10meproi cucmemu € il mMononociuna cmpykmy-
pa. Bio nei 3anescums mapupymusayis nogioomieHsb y cucmemi, weUoKicms nepedayi nogioomiens i 6iomogocmitikicmo. Y
cmammi 3anponoHo8aHo Memoo 0I5l NIOBUUEHHS BIOMOBOCIUKOCI, WO TPYHIMYEMbCA HA BUKOPUCMANHT HAOTUUUKOBO20 KOOY.

Ananiz ocmannix oocnioxcens i nyonikayiit. Huni 0obpe onucano cunmes maxux mononoeii, sk 2inepkyd uu monono-
2is 0e bpytina, € pobomu, wo posensioarome memoou 30inbueH s 6I0MOBOCMITIKOCI 3a OONOMO2010 OYONI08aANHA 0OUUCTIO-
sanvHux enemenmis. Takodic HaasHi pobomu, wjo po3ena0aioms BUKOPUCTNAHHA MApupymu3ayii Ha 0cHosi Oepeg O0Jia NoKpa-
WeHHs1 8I0MOBOCMILIKOCII CUCEML.

Buoinenns nedocnioxycenux uacmun 3azansnoi npoonemu. He posznanymumu na cb0200HI 3aMUUAIOMbCA MOJNCTUBOCTE
3aCMOCyBaHHs HAOMUWK08020 kodysanHs 0/1/-1 Ons cmeopenHs HoUX 8iOMOBOCMILIKUX MONONORIN HA OCHOBI 8dice ICHYIOUUX.
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Ilocmanogka 3aed0anns. 3a60anHaAM € onuc cuHmesy 8iOMOBOCMIUKUX TMONONORIH, PO327s0 MOJICTUBOCMEN BUKOPUC-
mawnns iXHix ocobaugocmell ma aHaiz OCHOBHUX XAPAKMEPUCIUK Y NOPIGHAHHI Midic coD0I0 ma 3 KIACUYHUMU 8ePCIAMU HA
OCHO8I 08IIK08020 KOOY.

Buknao ocnosnozo mamepiany. Onucano cunmes 2inepkyoa ma mononocii de bpytina na ocrogi 36uatino2o 08iliKkoo-
20 K00y ma Haonuuwikogoeo kody 0/1/-1, posananymo Modciugocmi 8UKOPUCIAHHI HAOTUWKOBOCTI, nepedycim Ons nioeu-
WeHHs 8i0MOBOCMILIKOCMI, NPOBEOEHO NOPIGHANLHUL AHANI3 YCIX 32A0AHUX MONONO2TIL.

Bucnogxu ¢ionogiono 0o cmammi. Buxonano ananiz xapaxmepucmux, 8udiieHO0 OCHOBHI nepegazu ma HeooniKu 3a-
NPONOHOBAHUX MONONOSIUHUX CIMPYKINYD, GUCYHYMO NPONO3UYIT 000 iX NOKpauyeHHs.

Knrouosi cnosa: siomosocmiiikicms, 0e bpyiin; 2inepky6, naonuuwikosuii Koo.

Puc.: 13. Tabn.: 7. bion.: 9.
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