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Urgency of the research. More complex robotic systems are characterized by a certain degree of intelligent behavior
where, based on input, the system is able to adapt its behavior. The implementation of elements that support intelligent be-
havior in robotic systems, especially those based on the image of devices, is becoming common practice. The reason is sim-
ple, such a system is faster and more accurate.

Target setting. Creating machine vision, however, is a complex problem, especially when it comes to applications with
non-standard requirements. For each task, the vision system needs to be adapted to the conditions and requirements of the
monitored objects. Other image adjustments and algorithms need to be applied to static objects rather than moving objects.
Two-dimensional image information is sufficient for some manufacturing process, while others require a third dimension to
remove a given piece from a disordered pile. Creating an intelligent robotic cell with a camera system therefore requires the
creation of a vision system that meets the specified requirements. This is where space is open, because there are many differ-
ent procedures and principles to deal with, but not all are equally effective and reliable.

Actual scientific researches and issues analysis. Many of the image processing methods can be combined with each other, or a
new, better way to solve the problem can be developed using the approaches already known. Adding to this fact non-standard re-
quirements profiled in practice, there is an undeniable reason why it is appropriate to deal with image processing for industrial use.

Uninvestigated parts of general matters defining are designing and create a robotic cell, whose activity will be con-
trolled on the basis of image perception obtained by digital camera.

The research objective of this article is to design and create a robotic cell, whose activity will be controlled on the basis
of image perception obtained by digital camera. The obtained image will be subjected to suitable image processing algo-
rithms which will result in the generation of control instructions for controlling the manipulator movement.

The statement of basic materials. The work deals with the design of a robotic cell whose task is to manipulate sample
objects placed on the conveyor belt by means of a parallel manipulation robot based on image perception. The main part of
the design is the creation of control software, which in the first level ensures the proper functioning of the individual compo-
nents and in the second level their mutual cooperation, which ensures the performance of the required functionality of the
robotic system as a whole. Created software runs on Windows 7 operating system, where it offers a simple tool to control the
movement of the arms of a parallel robot without using other control means. This means that the robot's movements can be
controlled directly from the control program, allowing the robot and object to be manipulated even in manual mode. The
image obtained by the camera can be adjusted by software using the implemented tools before the automatic manipulation
begins, allowing the user to set the correct input parameters to ensure reliable object identification.

Conclusions. In order to design a robotic system whose operation is controlled on the basis of visual perception, it was
necessary to acquire theoretical knowledge for the correct selection of individual components of the system as well as their
correct placement within the robotic cell. Great emphasis was placed on suitable and economical selection of the sensing
device and the way of illuminating the scanned objects.

In order to obtain the camera image it was also necessary to study and understand the principle of working with the im-
age captured by the camera via SDK issued directly by the camera manufacturer. However, obtaining an image was only the
first step to start the image processing process. In order to extract the necessary data from the obtained image and then to
create control instructions from the data for controlling the robot, it was necessary to study and learn in detail the individual
steps and procedures of image processing.

In the part of the work dealing with image processing the acquired knowledge was applied to the processing process itself,
but not only known approaches were used. Owing to the reduction of CPU load and consequently shortening of the calculation
process, own procedures were also introduced into the image processing process. The actual "economical” approach was ap-
plied and tested in the thresholding process where a "shortened thresholding algorithm" was created. The approach was also
applied to the object-in-picture search process, creating a "network-based object-in-picture method" that uses the fact that we
search and identify known objects in industrial applications as opposed to identifying objects in an unknown environment.

The combination of image acquisition, image processing and robot control with one comprehensive application is also a major
benefit. Of course, to ensure this functionality, it was first necessary to create a theoretical base on which to build. The main prob-
lem was to create a control part of the robot control in C # and to link it to the basic control program created in C ++.
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Urgency of the research. More complex robotic systems are characterized by a certain
degree of intelligent behavior where, based on input, the system is able to adapt its behavior.
The implementation of elements that support intelligent behavior in robotic systems, especial-
ly those based on the image of devices, is becoming common practice. The reason is simple,
such a system is faster and more accurate.

Target setting. Creating machine vision, however, is a complex problem, especially when
it comes to applications with non-standard requirements. For each task, the vision system
needs to be adapted to the conditions and requirements of the monitored objects. Other image
adjustments and algorithms need to be applied to static objects rather than moving objects.
Two-dimensional image information is sufficient for some manufacturing process, while oth-
ers require a third dimension to remove a given piece from a disordered pile. Creating an in-
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telligent robotic cell with a camera system therefore requires the creation of a vision system
that meets the specified requirements. This is where space is open, because there are many
different procedures and principles to deal with, but not all are equally effective and reliable.

Actual scientific researches and issues analysis. Many of the image processing methods can
be combined with each other, or a new, better way to solve the problem can be developed using the
approaches already known. Adding to this fact non-standard requirements profiled in practice,
there is an undeniable reason why it is appropriate to deal with image processing for industrial use.

Design of intelligent robotic cell. The paper deals with the design of a robotic cell whose
task is to manipulate the sample objects placed on the conveyor belt by means of a parallel
manipulation robot based on image perception. The main part of the design is the creation of
control software, which in the first level ensures the proper functioning of the individual
components and in the second level their mutual cooperation, which ensures the performance
of the required functionality of the robotic system as a whole. The control program is created
in the Visual Studio C ++ development environment, while the software components for de-
velopers (SDK) are used to control individual components for easier and reliable implementa-
tion of the device into the control program. Image processing is provided by a combination of
OpenCV library and our algorithms. The program consists of three basic threads. The first
thread provides image acquisition and processing in the parameter setting mode - the so-
called FreeRun mode. The second thread provides control of the robot in manual mode by
means of sliders - graphical elements for control. The third thread provides automatic mode of
operation based on preset parameters.

Used components. The chosen camera for the application was the “Basler Scout
scA1390-17gc” camera, whose specific parameters (Fig. 1) best suited the chosen purpose.
However, this is a compromise in the selection, given that the selection was made from the
facilities at the disposal of the TUKE Robotics Department.

Basler Scout scA1390-17gm
Sensor Sony ICX267 Interface GigE
Shutter Global Pixel Bit Depth 12 bits
Image Circle 1/2" g Synchro SW/HW trigger
5 | Sensor Type CCD A | Exposure control via Camera API
g | Sensor Size 6,5 x 4,8mm £ | Digital Input 2
@« | Resolution 1.4Mpx (1390x1038px) § Digital Output 4
Pixel Size 4.65 x 4.65 pm O | Power Supply 12-24V
Frame Rate 17 fps Consuption 3.5W
Mono/Color Monochromatic Lens Mount C-mount

Fig. 1. Characteristics of the Basler Scout camera

Most camera manufacturers also offer lenses for their equipment in their portfolio. This is also
the case with Basler, where it is possible to select the required lens directly on their website in the
lens section. After entering the parameters, two relevant results were displayed. It was a Basler
C125-218-5M F1.8f12mm and Edmund Optics CFFL F1.8f12mm 2/3 ”lens that fully fit the pur-
pose, but the purchase price was too high. € 400 for the Basler lens and € 300 for the Edmund Op-
tics. Therefore, the cheaper variant of the Tamron 23FM12-L 2/3 fF12 F / 1.8 lens (Fig. 2),
Whose purchase price was 140 €, was more than half that of the Edmun lens, defined parameters.
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Fig. 2. Selected lens Tamron

97



Ne 3 (17), 2019 TEXHIYHI HAYKHM TA TEXHOJIOTI

TECHNICAL SCIENCES AND TECHNOLOGIES
ABB IRB 360 FlexiPicker is a modern device designed for fast handling and / or fast re-
moval of products from conveyor belts and their subsequent storage or packaging. The main
advantage of these devices is the high handling speed, which means that the handling cycles are
very short and the high accuracy and load capacity, whose maximum value is 8 kg. The Flexi-
Picker product line is available in a range of 800, 1130 and 1600mm range ranges and a range
of 1.3, 6, and 8kg load capacities, making these devices ideal for wide range of applications.
The basic design of the Flexipicker consists of a base where the drive units for the individual
arms and three parallel arms are located. The robot is placed on the suspension structure, with
the handling space being created directly below the robot. Due to different Flexipicker variants,
the workspace is not the same for all variants. The ABB IRB 360-6 / 1600, located at the De-
partment of Robotics, has the largest workspace (Fig. 3) in this product line.
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Fig. 3. Workspace of IRB 360-6 /1600

As this project belongs to the small group, the hardware requirements for it were not ex-
tremely extreme. The image provided by the selected camera achieves a resolution of only
1.4MPx and the images will be processed sequentially with a period of 140ms, representing
approximately 7 frames per second. The computing power of the control PC is ensured by the
AMD FX-6300 processor, which contains 6 physical cores with a clock speed of 3.5GHz
(boost up to 4.1 GHz) and a 12MB Chash pmiite. Despite its high performance, this processor
is "only" the equivalent of the Intel i5 series processors, but this is enough for this project.
The memory is created by two 4GB modules reaching the frequency of 2100Mhz connected
in DualChanel mode for faster communication with the CPU. The set is complemented by a
graphics card with nVidia GT630 chip supporting DirectX 11, whose clock frequency reaches
810MHz. For storage of data was chosen SSD size of 120GB, which allows writing and read-
ing data at 450MB / s.

Main program and its structure. The control program ensures the cooperation and func-
tionning of individual parts of the robotic cell with the camera system in order to ensure the
desired result. Since the basic components of the robotic cell are the camera and the robot it-
self, the control program is divided into three basic parts - the part providing communication
with the camera and acquiring the captured image, the part providing connection to the robot
control system and its control and the part performing image processing and generation data
for robot movement control.
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Fig. 4. Basic program blocks

The first block of the program, as already indicated, provides a communication channel be-
tween the Basler camera and the control PC. This program block provides software interconnec-
tion of the camera and the PC, thereby obtaining the acquired image into the operating memory.
Physically, however, the Basler Scout sca 1390 is connected to the control PC via the GigE in-
terface, which means it uses an Ethernet link. Since the primary task is not to create software for
camera management and communication between the camera and PC, we will use the official
SDK for this purpose, which reliably provides this functionality. The implementation of the Py-
lon 5 SDK should be performed according to the instructions published by the publisher.

By installing the Pylon SDK, we get an API (Aplication Programming Interface) in C ++
for Basler cameras that use the IEEE1394, GigE, USB and Camera Link interfaces. Thus, the
Pylon API offers a broad-spectrum programming interface that frees the programmer from the
many differences that exist between individual interfaces, speeding up work and eliminating
errors in establishing a communication channel. The new generation of Pylon API version 5
even reduces the hardware components of the control PC. Compared to older version 4, the
memory usage is half the load and communication takes three times less time. These two sig-
nificant benefits are advantageous for older systems, where the introduction of new Basler
products does not need to change the hardware configuration of the control PC.

Custom Windows application

Pylon C++ API
Handling
Instamt Camera Classes Transport Layer WSS Fiuncibog A ppmct
Instant Camerz Array Classes Factory
pylon Image
Low Level AP
AVl Writer
Camera Classes Gendpi
GcBase A
ion Bitmap Image
{GeniCam) Transport Layers il i
pyion Devices (GigE, NDC
1354 ) pylon Image Window
Stream Grabber
Event Grabber
Chunk Parser Image Format Converter

Pylon Drivers

Basler Camrera

Fig. 5. Pylon 5 API structure
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The code being created is almost ready to get the first image from the connected camera, but
you still need to set up an image acquisition strategy. By default, the “One-By-One” acquisition
strategy is set, which means that the acquired images are processed in the order they arrived. In
our case, this method is exactly right, because the image acquisition will be controlled by a
software trigger. However, it is possible to set up continuous loop image acquisition and pro-
cess the image from any buffer found in the "Grab Engine". The maximum number of these
buffers is 10, but for our One-By-One acquisition needs, we will limit the number of these buf-
fers to 1. This means that we will still process only the image we capture at the moment.

Application O

1 e
Instant Camera Grab Engine

Empty Buffer Queue O Output Queue

- m

Lows Level API
{pylon Davice Strezm Grabber)

pylon Driver

Camera Device w

Fig. 6. Picture acquire by strategy One-By-One

The basis of communication and control of the robot is therefore a separate part of the
program written in C #, whose functions are called from the main program. However, the call
itself does not perform direct management actions in the main program. The call only deter-
mines what action to take and provides input parameters. Some calls may result in a return
value that is important to the main program, such as querying the current position on the X
axis. However, the actual processing of the request ensures part of the managed code.

However, the motion control of the robot is not controlled directly. Because the robot has
its own control system on which the Windows application actually being created "parasitizes"
it is not possible to control movements by direct command. For the simple but reliable control
of the robot's movements it was necessary to "fool" the control system. In the robot control
system, I created a simple program that contained a repeating loop whose execution was con-
trolled based on reaching the end position.

MODULE MainModule
VAR robtarget RobotTarget:=[[-0.00,0.00,-870.00],[0,1,0,0],[0,0,0,0]];
PROC main()
WaitDI Start, 1;
Reset InPosition;

IF (Linear)
{
MoveL RobotTarget, v1000, z50, tool0;

)
ELSE

{
}

WaitRob\InPos;
Set InPosition;

Move] RobotTarget, v1000, z50, tool0;

ENDPROC
ENDMODULE
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The user interface of the application besides the mentioned sliders for controlling the
movement of the arm also contains the possibility to change the movement speed in the range of
0 - 100%, which can be adjusted also during automatic operation. There is no such option when
controlling a robot by a pendant. Manual motion control is useful, for example, to adjust the po-
sition from which the image will be obtained, since the camera can be positioned on the grip-
ping effector. You can also set the location where objects should be uploaded. The UI also dis-
plays the name of the currently used robot, its current location and the currently set target.

RobotControl
Set Grab Position
a0 0,161, -870]

- - Set Place Position

[0, -275, -1034]

) ) ) STOP
%0 Y:-275 Z:-1034

e AUTO
Pylon Camera: It's Grabbing! ABB Robot: IRB_360_3kg 113m
Position: [0, 0, -870] Target: [0, 161, -870]

Fig. 7. User interface for robot controlling

A separate part of the application consists of a part that links a part of the code created in
the C # programming language, which provides communication with the IRC5 robot control
system and its actual control. This part of the program creates an essentially standalone con-
trol program that can be used to create another application to control ABB robots whose con-
trol system is an ABB IRCS.
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Pylon Camera: It's Grabbing! \ABB Robot: IRB_360_3kg_1.13m |Position: [0, 0, -870] Target: [0, 161, -870]

Fig. 8. The main application control and information window
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Fig. 9. Simulating robot control using ABB RobotStudio software

Conclusions. In order to design a robotic system whose operation is controlled on the ba-
sis of visual perception, it was necessary to acquire theoretical knowledge for the correct se-
lection of individual components of the system as well as their correct placement within the
robotic cell. Great emphasis was placed on suitable and economical selection of the sensing
device and the way of illuminating the scanned objects.

In order to obtain the camera image it was also necessary to study and understand the
principle of working with the image captured by the camera via SDK issued directly by the
camera manufacturer. However, obtaining an image was only the first step to start the image
processing process. In order to extract the necessary data from the obtained image and then to
create control instructions from the data for controlling the robot, it was necessary to study
and learn in detail the individual steps and procedures of image processing.

In the part of the work dealing with image processing the acquired knowledge was applied
to the processing process itself, but not only known approaches were used. Owing to the reduc-
tion of CPU load and consequently shortening of the calculation process, own procedures were
also introduced into the image processing process. The actual "economical" approach was ap-
plied and tested in the thresholding process where a "shortened thresholding algorithm" was
created. The approach was also applied to the object-in-picture search process, creating a "net-
work-based object-in-picture method" that uses the fact that we search and identify known ob-
jects in industrial applications as opposed to identifying objects in an unknown environment.

The combination of image acquisition, image processing and robot control with one com-
prehensive application is also a major benefit. Of course, to ensure this functionality, it was first
necessary to create a theoretical base on which to build. The main problem was to create a con-
trol part of the robot control in C # and to link it to the basic control program created in C ++.
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PO3POBKA IHTEJIEKTYAJIBHOI'O POBOTU30BAHOTI'O MOAY JIsA
3 KAMEPHOIO CUCTEMOIO

Axmyanvnicme memu oocnioxycenusa. binvwi ckiaoni pobomuzogani cucmemu XxapaKxmepuyomocs NeGHUM pPiGHeM iH-
menexmyanbHoi no8ediHKu, 0e Ha OCHOBI 6X00Y cucmeMa 30amHa aoanmyeamu ceolo nosedinky. Peanizayin enemenmis, ujo
niIOMpUMyIOms iHMeNeKmyanvhy no8eodiHKy 8 poOOMOMEXHIUHUX CUCTNEMAX, 0COOIUBO MUX, Wo 6a3yI0mbCsa HA 300padiceHti
npucmpoig, cmace 3a2anvHoio npakmukoro. Ipuyuna npocma — maka cucmema weuowia ma 6invi mouniua.

Ilocmanogxa npoonemu. O0Hax cmeopents MAUUHHO20 30pY € CKAAOHOI0 npobaemolo, 0cobIUBO AKWO UI0embCs npo
000amKu 3 HeCMAHOAPMHUMU BUMOAMU. []1A KOJICHO20 3a80aHHs CUCMeM) 30py HeoOXiOHo adanmyeamu 00 YMO8 Ma GUMO2
06'exmis, wjo Konmponoromecs. Inui narawmysannsa 300padicents ma anzopummiy NOBUHHI 3aCMOCO8YBAMUCS 00 CIAMUY-
Hux 06'ckmis, a He 0o pyxomux 06'ckmis. Inghopmayia npo 0sosumipte 306pasdicentss € 00CMAMHLOIO OJisl NEBHO20 NPOYECy
8UCOMOBIIEHHA, A 05 THWUX NOMPiOeH mpemill 8uMip 05l 8UOANEHHs 3A0AHOI YaACMUHU 3 HeBNOPAOKOBAHO20 00 €OHAHHA.
Cmeopenus inmenekmyansHo20 po6omMu308aH020 MOOYIs i3 KAMEPHOIO CUCMEMOIO BUMALAE CIBOPEHHs CUCmeMU 30Dy, AKA
8ionogioac cneyugiunum eumoeam. Tym Giokpumuil npocmip, OCKinvbKu icnye 6aeamo pisnux npoyedyp ma npuHyunis, 3
AKUMU ROMPIOHO Y320001CY8AMUCS, anle He 8Ci € 0OHAKOBO epeKmusHUMU Ma HAOIUHUMU.

Ananiz ocmannix oocnioycens i nyonikayiii. binvwicmes memodie obpodku 300pasicenb MOXUCYMb NOEOHYBAMUCA OOUH
3 00HUM, abo Modice bymu po3pobnenutl Hogul, Oinviu eghekmusHull cnocib eupiulents npodremu 3 UKOPUCMANHHAM 8Iice
gidomux nioxodie. Jlooasanus 00 ybo2o haxmy HecmanoapmHux 8UMoe, W0 GUHUKAIOMb HA npakmuyi, € Oe3zanepeyroio
NPUYUHOIO, HOMY OOYIbHO 3auMamucs 06pobKoio 306padicelsb Ol NPOMUCIOB020 BUKOPUCTIAHHSL.

Buoinenns nedocniocenux yacmun 3a2anbnoi npoonemu ¢ pospobnenns i cmeopents pobomu308aHo20 Mooys, Ois-
JIbHICMb AK020 6y0e KOHMPONIO8AMUCS HA OCHOBI CHPUIHAMMS 300PAdICEN s, OMPUMAHO20 3 YUPPo8oi Kamepu.

ITocmanoexa 3aé0annsn. OcHosHe 3a80anHs yici cmammi noasieae y po3pooyi ma cmeopeHui pobomu308aHo020 Mooy,
OisIbHICMb 51K020 O)Y0e KOHMPOMIOBAMUCA HA OCHO8I CHPULHAMMS 300padICents], OmpuUMano2o yu@posoio kamepoio. Ompu-
Mane 300padicenist 6yoe obpodaeHo y3200CeHUMU ANOPUMMAMU 0OPOOKU 300padicelb, Wo npusede 00 CIBOPEeNHs KepiGHUX
Oill 01 Yynpasninus pyxom MaHinyiamopa.

Buknao ocnoenozo mamepiany. Y pobomi po3enadacmucsa KOHCMPYKyis pobomu3o8ano20 Mooyis, 3a60aHHs AKO20 —
MAaHinyno8amu 3paskamu npeomemis, po3smiujeHux Ha KOHBeEpi, 34 00NOMO20l0 NapanenbHo20 poboma-MaHinyismopa Ha
ocnogi cnputinamms 300padicenns. OCHO8HA HACUHA KOHCIMPYKYIT - e CIMBOPeHHs NPOZPAMHO20 3aDe3neyers ynpagiinis,
sKe Ha nepuiomy pieHi 3abes3neuye nanedlcHe PYHKYIOHY8AHHA OKPeMUX KOMHOHEHMIB, a Ha OpyeOMY pIigHi iX 63acMHY cnig-
npayio, wjo 3abe3neuye GUKOHAHHs HeoOXiOHoi Qynkyionanvhocmi pobomuzoeanoi cucmemu 3azanom. Cmeopene npozpamme
3abe3neuents npayioc 8 onepayitinit cucmemi Windows 7, oe npononyemucsa npocmuii incmpymenm OJisl Ynpasnints pyxom
napanenvhoeo poboma 6e3 gukopucmanns inwux 3acobie ynpaeninma. Lle osnavae, wo pyxom poboma modicna Kepysamu
6e3nocepednbo 3 npoepamu YnpagiiHHa, wo 00360JA€ GNIUBAMU HA poboma i 00'ckm nagimv 8 pyunomy pedxcumi. 306pa-
JiCeHHsl, OmpuMane Kameporo, Modice KOpu2ygamucs npoepamHum 3a6e3nedeHHam 3a 00noMOo2010 peanizo8anux iHcmpymeH-
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mig 00 NOYAMKY A8MOMAMUYHOI MAHINYAAYIT, WO 0036801€ KOPUCMYBAHedi GCMAHOBUMU NPAGUTbHI 6XIOHI napamempu Os
3abe3neuents HaoditiHoi i0enmudgbikayii 06'ekma.

Bucnogxu 6ionosiono 0o cmammi. /{ia po3podku pobomuzosanoi cucmemu, QyHKYiony8anHs AKoi KOHMpPONIOEMbCs HA
OCHOGI 8i3YaNbHO20 CHPULIHAMMA, HeoOXiOHo OYNo npuobamu meopemuyni 3HaHHA Ol NPABUILHOO NIOOOPY OKPeMUX KOM-
NOHeHmi8 cucmemu, a MAaKoJIC iX NPABUILHO20 PO3MiWeHnHs cepeOuHi pO6OMU308aH020 MOOYIA. SHAUHY Y8acy NPUoileHo
8UOOPY NIOX00AWO20 MA EKOHOMHO20 YYMAUBO2O eNleMEeHIy NPUCHPOIo Ma CHOCOOY 0C8imaenHs CKAHOBAHUX 00 'cKmig.

Jna ompumanna 306padicenns 3 kamepu HeoOXiOHO OYI0 MAKOJIC GUSHUMU MA 3PO3YMImU npuHyun pobomu iz 306pa-
JiceHHAM, ompumanum kameporo yepes SDK, eucomoenenum Oesnocepeonvo gupobuukom xamepu. OOnax ompumaHnus 30-
bpadicennss OYno nuule nepuiuM Kpoxkom Ons noYyamxy npoyecy o0podku 300padicens. /s mozo, wob eumsaemu neoOXioHi
0aHi 3 OMPUMAHO20 300padICeHts, a NOMIM CIMBOPUMU Kepyloyi IHCMPYKYIi 3 0aHux 015l YNpagiiHHa po6omom, HeoOXioHo
6y710 0emanvHO BUEHUMU OKpeMi KpOKU ma npoyedypu 06podKu 306padicets.

Y wacmuni pobomu, wo cmocyemovca obpobku 306padicensb, OmpumMani 3HauHA 6YIU 3ACMOCO8AHi 00 camozo npoyecy
006po6KU, ane BUKOPUCMOBYBANUCH He Tuute 8i00Mi Nioxoou. 3a80AKU 3MEeHUIEeHHIO 3A8aHMAICEHHs npoyecopa i, omoice, CKOo-
PpouenHio npoyecy obuucienns, 8 npoyec obpodKu 300padicent makodic Oynu esedeni enacui npoyedypu. Paxmuunuil «exo-
HOMHULLY NIOXIO 3ACMOCO8YBABC MA NEPesipABC 8 Npoyeci NOPO208020 BU3HAUEHH:, 0e 0Y8 CIBOPeNULl «CKOPOYeHUll an2o-
pumm nopocogoi oyinkuy. Ilioxio makxodic 3acmocosano 0na npoyecy NOWYKYy 006°€kma 6 300padiceHi, CMBOpIoIoHU
«mepedicesuti Memoo 00'ekma 8 300padceHtiy, AKUL GUKOPUCOBYE MOU (arm, wo wyKaroms ma ioeHmuikyloms 8i0omi
006'exmu 8 NPOMUCTOBUX 000AMKAX HA BIOMIHY 8i0 idenmugbixayii 06'ekmis y HegiooMOMY cepedosuiyi.

Tloconanna 3o06padsicennss, 00poOKu 300padicerv. ma ynpasnintsa poooOmom 3 0OHUM KOMNIAEKCHUM GUKOPUCMAHHAM Ma-
KOJIC € 201I06HOI0 Nepesazolo. 38uyaiino, wob 3abesneuumu yio QYHKYIOHATbHICMb, CNOYAMKY nOmpioHo 6y10 cmeopumu
meopemuuny 6a3y, na kil npogoounacs pospooka. Ocnosna npobiema noaseana @ momy, woo cmeopumu KOHMpPOIbHY 4a-
cmuHy xepyeanns pobomom 6 C #i nog’sizamu it 3 6azosoto npozpamoro ynpaeninus, cmeopenoio 8 C ++.

Knrouosi cnosa: pobomuzosanuti MoOynb, Mawiutie 6a4ents; KamMepHa cucmema, iHmeneKkmyanbha cucmema.

Fig.: 9. References: 15.
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