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ARTIFICIAL INTELLIGENCE FACE RECOGNITION FOR AUTHENTICATION 

Urgency of the research. Technical progress leads to a tremendous increase in number of cybercrimes. Almost every person 

around the globe has a range of digital accounts containing sensitive private information which is in fact protected by simple 

password. Therefore, security systems have a great and important role to guard privacy. It is necessary to have a solid system 

which can distinguish between people and act differently based on their permissions.In difference between face recognition 

authentication and other identification solutions such as passwords, email verification or fingerprint identification - biometric 

facial recognition uses unique mathematical and dynamic patterns that make such system one of the safest and most effective. 
Target setting. Face recognition authentication is about to be one of the most stable. There is a range of methods that are 

available for detecting and processing faces using different levels of complexities. Summing up - face recognition for 

authentication purposes can emphasizes security. Convolutional neural networks (CNN) outperform any possible humans’ 
recognition rate. However, such systems should be continuously manually improved. Another problem with such systems is 

that they require accurate data to be trained before they are actually being deployed. It is essential for such system to be fast 

enough to recognize people and that the training should be accomplished without much difficulty and also be fast. 
Actual scientific research and issues analysis. Face recognition algorithms have been reviewed in a range of scientific 

papers such as Haar Cascades, Kalman Filter and applied in various spheres. Among research papers, there is a range of 

security systems that use face recognition technology. Facial recognition approach for security access and authentication 

presented by Jeffrey S. Coffin uses custom VLSI Hardware and Eigenspaces method. Systems provided by Shankar Kartik uses 

Eigenfaces method for face identification as well which in fact gives weak results with moderate accuracy.  
Uninvestigated parts of general matters defining. The swiftness of the particular face recognition systems heavily depends on 

the changes in conditions of light, expression, camera density, and on partial blocking of the face. Several scientific works have already 

proposed range of approaches for face recognition under unpleasant conditions, but not much of them actually work. 
The research objective. This article aims to describe Face Recognition authentication system experimental architecture 

inside informational system accessible via web interface. The Face Recognition authentication system consists of a camera 

node, a cloud server and input-output device for interacting with users by means of web interface. 

With the advancement in web and cloud, this article represents development of the authentication system based on Face 

Recognition System. Using Google next-generation system, TensorFlow with a deep learning framework on board. TensorFlow 

is flexible, portable and open source project. 

The statement of basic material. As it is known - the human brains vision seems to be very easy functioning. It does not take any 

difficulty to tell apart a dog and a cat, read a word or recognize a human face. But in difference from human - these tasks are really 

difficult problems for solving with a computer. Recognition process only seems easy because human brain is really good at perception 

and as a result in understanding images. During last years, machine learning has made great progress in solving these difficult 

problems. In particular, model called - deep convolutional neural network can result in reasonable performance on solving difficult 

visual recognition tasks which are matching or exceeding human performance in some aspects. 

Conclusions. This paper introduced a new method of obtaining data for training security systems from social media and 

human interaction for future use in authentication process in various informational systems. There are several advantages of 

proposed system which can be described. First of all, one should mention that using of TensorFlow can be adaptive, powerful, 

and flexible. Moreover, training time is acceptable in comparison with other frameworks and much more faster if one uses 

distributed TensorFlow. 
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Urgency of the research. Technical progress leads to a tremendous increase in number of 

cybercrimes. Almost every person around the globe has a range of digital accounts containing 

sensitive private information with is in fact protected by simple password. Therefore, Security 

systems have a great and important role to guard privacy. It is necessary to have a solid system 

which can distinguish between people and act differently based on their permissions. 

Target setting. Yet, face recognition authentication is about to be one of the most stable. 

There is a range of methods that are available for detecting and processing faces using different 

levels of complexities. Summing up - face recognition for authentication purposes can 

emphasize security. It has already been used in many applications like mobile device 

authentication. Anyways convolutional neural networks (CNN) outperform any possible 

humans’ recognition rate. However, such systems should be continuously manually improved. 

Another problem with such systems is that they require accurate data to be trained before they 

are actually being deployed. It is essential that the system is fast enough to recognize people 

and that the training should be accomplished without much difficulty and also be fast. 
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With the advancement in web and cloud, this article represents development of the 

authentication system based on Face Recognition System. Using Google next-generation 

system, TensorFlow[1] with a deep learning framework on board. TensorFlow is flexible, 

portable and open source project. 

Actual scientific research and issues analysis. Face recognition algorithms have been 

reviewed in a range of scientific papers such as Haar Cascades[2], Kalman Filter[3] and applied 

in various spheres [4; 5; 6]. Besides, OpenCV is a swift open source project which supports 

many methods to recognize faces. However, in this article, Dlib C++ library was used which 

supports machine learning algorithms and uses histogram-of-oriented-gradient approach. Face 

recognition is not only used by the camera node on the stage of face detection but also useful 

on the stage of input data pre-processing. In this article, a modern data collection method was 

described (collection from social media with help of Facebook API as well as with help of 

human to label the unknown people, that directly helps in the process of neural network 

incremental learning process for the model with new data). The interface was also designed for 

easy uses in a range of device types. 

Modern authentication in field of cyber security has been an essential feature in all aspects 

of digital life and received a growing interest in recent years. Numerous security systems have 

been used in the market for many pre-potent enterprises such as ADT [7], Vivint [8] and Protect 

America. However, none of them use face-recognition approach in their solutions because of 

low confidence and special computational requirements. NetAtmo [9] has released a device that 

uses deep neural network to recognize the face, nevertheless their system is far from perfect. 

Moreover, they provide special smart camera that in fact doesn’t satisfy requirement to be 
compatible with any laptop or smartphone for authentication purposes. In addition - it is slow, 

feedback is lagged, therefore notifications are constantly delayed, and it takes valuable time to 

learn face sets, or search for matches in database. 

Among research papers, there is a range of security systems that use face recognition 

technology. Facial recognition approach for security access and authentication presented by 

Jeffrey S. Coffin [10] uses custom VLSI Hardware and Eigenspaces method. Systems provided 

by Shankar Kartik use Eigenfaces method for face identification [11] as well which in fact gives 

weak results with moderate accuracy. 

Uninvestigated parts of general matters defining. The swiftness of the particular face 

recognition system heavily depends on the changes in conditions of light, expression, camera 

density, and on partial blocking of the face. Several scientific works have already proposed range 

of approaches for face recognition under unpleasant conditions, but not much of them actually 

work. Another technology called FaceNet uses deep convolutional neural network implementing 

Inception model[12] architecture from Google and moreover utilize the online triplet-mining 

approach to train instead of an intermediate bottleneck layer. FaceNet system achieved a new 

record accuracy of 99.63% on the Labeled Faces in the Wild (LFW) [13], dataset, which is 

commonly used for testing purposes. Nevertheless, not only databases size increases but also its 

computational cost and therefore recognition accuracy declines respectively. That is why 

incremental learning algorithm should be used, as soon as it is a learning algorithm which handles 

large-scale training data with respective efficiency and accuracy. A short definition of incremental 

learning is: learning process represented as a gradual process with new data. The idea behind this 

algorithm is the existence of special classifiers that are identified along with new classes to be 

learned [14]. And the key point is to begin learning process with as low as possible resolution 

images and then gradually increase to high resolution. 

The research objective. This article describes Face Recognition authentication system 

experimental architecture inside informational system accessible via web interface. The Face 

Recognition authentication system consists of a camera node, a cloud server and input-output 

device for interacting with users by means of web interface. 
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The camera node is as it was previously mentioned - vital for system to exist. Nowadays, 
almost any device has own web-camera, which is typically placed in front of the users face. 
Whenever person needs to authenticate or re-authenticate, the camera node will capture a photo, 
and process it in advance. The camera nodes must be positioned in such way that it has a wide 
range of vicinity over the subject and therefore detect face approaching the camera from distance. 
The camera node first has to detect the human face, and then it directly sends data to the cloud 
for further processing. Cloud runs image processing remotely by using DLib library and 
TensorFlow installed. For small-sized authentication system even smallest VPS cloud server 
would be enough for processing data, but for training neural network more powerful cloud server 
will be required as soon as model learning process requires expensive computation. 

Cloud computing is a great advancement of modern days. Cloud computing is a type of 
computing that relies on sharing computing resources rather than having local servers or 
personal devices to handle applications. Cloud computing provides a simple way to access 
servers, storages, databases and a broad set of application services for research over the internet. 
Represented system uses two cloud servers to support its functionality. First one is a weak low-
powered server only for data processing tasks. Second is as powerful server handling all model 
training tasks. A face recognition algorithms using CNN requires a lot of computational power 
machine during functioning process. Cloud computing providers offer a reliable solution at a 
very low cost for such kind of CPU consumption. Following on the architecture, the first cloud 
server unit will receive data from the input nodes (most of cases represented by the laptop web 
camera) and save then push data forward to the second cloud server unit where it will train the 
data after defined collection period needed to form a suitable dataset. First cloud server unit 
also interacts with the administrator via web interface utilizing HTTP protocol. The first cloud 
server has a database with a record of all users being granted authentication permissions. The 
first cloud server has ability to communicate with the input units on the device using web-socket 
enabling real-time data processing. Therefore it is obvious that the first cloud server also has a 
web-based server crawling data from Facebook and saving all data to storage. 

The first cloud server has ability to communicate with any smart device accepting direct 
TCP connection or at least supporting HTTP protocol. Frontend authentication algorithm is 
running in web and therefore is controlled by the first cloud server. The administrator area of 
the system allows the owner to control users and also to change their permission level. Based 
on the granted access level, different users will able to access different sections of any kind of 
system behind face recognition authentication. This article demonstrates the capabilities of the 
system using a miniature license management system. Whenever a person is detected via 
authentication system, data is sent to the first cloud server and it defines access level for this 
person. If it is a new person - the first cloud server sends an alert to the administrator with access 
violation notice. The administrator therefore can register the person in the system or take 
necessary actions in case of any security breach. 

To increase stability one can use social network for training face recognition model and also 
for updating data on current, existing users in the system. This is definitely a new approach in 
collecting data. Social networks are the largest free, diversified, adaptive dataset with ability to 
track changes in real-time and online. By using the advantage of Facebooks’ Graph API, one can 
easily detect a face with a tag name, define if this person was registered in the system, authenticate 
it or send administrator a notice of security violation with additional information about the 
suspect. Moreover, one can upload all picture with user’s faces to the first cloud unit. And most 
importantly, the facebook developer app is simple and convenient to share between users. That 
means that one can benefit with additional data collecting faces of already registered users, they 
only need to log-in with their account and accept the app to collect pictures. The social network 
node has three collecting interfaces. First is a public application from Facebook developer 
website, second is from a web-based hosted on the first cloud server, the last one can be 
application on iOS or Android device. These are simplest way to collect face images with labeled 
faces of users who are given or not given access. 
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The statement of basic materials. As it is known - the human brain vision seem very easy 
functioning. It does not take any difficulty to tell apart a dog and a cat, read a word or recognize 
a human face. But in difference from human - these tasks are really difficult problems for 
solving with a computer. Recognition process only seems easy because human brain is really 
good at perceptions and as a result in understanding images. During last years, machine learning 
has made great progress in solving these difficult problems. In particular, the model called a 
deep convolutional neural network can result in reasonable performance on solving difficult 
visual recognition tasks which are matching or exceeding human performance in some aspects.  

Currently, various image recognition methods and systems based on them are actively 
developing and therefore successfully solving such tasks as identifying fingerprints, corneas of 
the eye, analyzing aerospace images, monitoring information flows in a computer network, 
detecting forgeries, recognizing license plates, handwritten texts, scanned postal, latent, 
financial and accounting documents. These methods of pattern recognition made it possible to 
solve complex tasks. In this regard, it is necessary to consider the possibility of applying these 
methods for authentication purposes. 

Researchers have demonstrated reliable methods of computer vision simulation by 
validating their works on ImageNet [15] - an academic benchmarking system for computer 
vision algorithms. Subsequent models improve each time to achieve a new bench result: 
QuocNet [16], AlexNet [17], Inception (GoogleNet), BN-Inception-v2 and Inception-v3 [18]. 
Inception-v3 was the latest trained model for the ImageNet Large Visual Recognition Challenge 
from Google. During this work face recognition module was implemented based on the method 
presented in FaceNet and the training Inception-v3 model in TensorFlow. Instead of using 
Inception (GoogleNet) model architecture, Inception-3 architecture to train a new model with 
improved accuracy was used. 

Basing on the published architecture and therefore model from the OpenFace and Inception-
v3 model a new model with a new database set was trained. Input data is collected by usage of 
a face detection method and after goes through the deep convolutional neural network to extract 
an embedding feature. Therefore one can use features for similarity detection and classification. 

While processing an image using DLib [19] for face detection one should first define a 
square around the faces. Each face should then be passed separately into the neural network, 
which expects a fixed-sized input, currently 1024x1024 pixels, but even 96x96 pixels would be 
enough as mentioned in FaceNet [12], which is the best size giving the highest accuracy and 
low training time. But in case and purposes of face authentication one need more detailed 
analysis therefore accepted reshape of the face in the square was accepted as constant size of 
1024x1024 pixels. A potential issue is that faces could be looking in different directions or have 
some distortions and one have to rotate the images. We use align faces method described in 
OpenFace by first finding the locations of the eyes and nose with Dlibs’ landmark detector, and 
if the face is undetected or unaligned which will be eliminated before going to the neural 
network. Finally, an affine transformation is performed on the cropped image to make the eyes 
and nose appear at about the same place. 

Artificial neural networks provide powerful flexible and versatile learning mechanisms, 
which is their main advantage over the other methods mentioned above. Training eliminates 
the need to choose key features, their significance and the relationship between features. But, 
nevertheless, the choice of the original input data significantly affects the quality of the solution. 
Neural networks have a good generalizing ability, that is, they can successfully spread the 
experience gained in the final training set to a variety of images. 

Neural networks can be trained in a complex structure of images with less memory than is 

required for classification by structural methods. Training eliminates the need to choose key 

features and relationships between features. The parallelism of the work of neurons provides 

fast and high-quality pattern recognition. 

Due to a good generalizing ability, artificial neural networks can successfully recognize 

images that are not shown in training, and also be resistant to noise in the input data. 
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Neural network is a complex of distributed and parallel computing systems capable of 

adaptive learning by analyzing the positive and negative effects and simulating simple 

biological processes occurring in the human brain. The transformative element in such networks 

is an artificial neuron. (fig. 1) [21]. 

 

Fig. 1. Artificial neuron model 

The functioning of the neuron is described by the following expressions:  ݒ = Σ௝=ଵ௡ 𝜔௝ݔ௝,      (1) ݕ = 𝜑ሺݒ + ܾሻ,      (2) 

where xj – input signals;  

ωj – synaptic weights;  

φ (v+b) is an activation function that limits the amplitude of the output signal of the neuron; 
b is the threshold element;  

ν is a linear combination of input actions;  
y is the output of the neuron;  

n is the number of inputs. 

Our model trained 3400 random people from the Instagram dataset, 523 people from 

Facebook and 108 students using the security system. As it was mentioned - in order to make 

the training process easier, we obtain the data from different social network accounts. Images 

of new users are obtained from photoshoot once the owner requests access for a particular user 

using the smartphone and new users after using the security system. 

It is common that the training data gained from the social media is insufficient for the deep 

learning model to perform accurately. Therefore as soon as the user is trained with a minimal 

dataset from the social media, the representation of the user is further improved by fine-tuning 

the model as the user starts using the system. Sometimes the face recognition system fails to 

classify the person properly and will have a very low accuracy, in such case system asks help 

from the administrator. Administrator is sent a request to label the person via his account. After 

the administrator has labeled, the system will automatically update with the new data and send 

back to the camera unit to grand the access or other words - authorize user. The test purposed 

authentication interface is also built in a website with library and an app SDK which can be 

easily integrated as a login system. 
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Necessary to mention that the Triplet-loss method mentioned in FaceNet for incremental 

learning is used by the system. The system has two processing units. The first one is from the 

camera (in test case represented by the common laptop web-camera). By using application SDK 

or website JS library for authentication camera is able and will detect and recognize the human 

face with the current model and data stored in memory in the first cloud server. Giving the 

access is based on if the system is able to detect and recognize the face with set-up confidence. 

If the confidence is low or unable to recognize the face, server will respond with refuse in 

authentication and moreover will take a series of user’s photo with different angles and 

expression to upload in the second cloud server for training purpose. After the training task will 

be finished in the second cloud server, the updated version of the new model will be pushed to 

the first cloud server. 

First cloud server unit aimed to store the face data and send notifications to the owner asking 

for labelling the unidentified or unrecognized person. Moreover the Facebook web-based 

application was built in the first cloud server, which collects the data from social media. 

Nevertheless the second cloud server will handle the much exhausted computational training 

tasks instead of first unit. By using the distributed TensorFlow, the model was trained in 

multiple computing nodes to speed up the training time and also using the incremental learning 

technique in FaceNet to retrain the model with new data collected from social networks and the 

security systems after specified time uses. 

The largest possible problem of deep neural network is viable data. As we mentioned 

previously, public data to use for training purposes are very small. To compare with Google datasets 

mentioned in FaceNet paper, they use hundreds of millions of images from Google and Youtube. 

On the purpose of researching or business, you have to whether pay for a satisfying face dataset or 

manually collecting the data that will take a while, and the data will also be mostly unlabeled and 

therefore also insufficient. However, as soon as social media becomes more popular around the 

world, we proposed a novel method to automatically collect the data from social media. In this 

paper, we only mentioned Facebook and its child company Instagram since they are the largest 

social networks today, but actually, one can use this method in other social media networks. By 

using the graph API for developers, one can extract the tagged face from the users by giving the 

authentication access. It was also built and published an application on Facebook which is very 

convenient for all users around the world who can log-in and share their face images. 

Firstly, model that has been tested was Face Recognition System model which trained by 

Instagram dataset on Labeled Faces in the Wild (LFW) datasets and the classification accuracy 

is 0.9318 ± 0.0140. The ROC of Face Recognition System model is shown in Figure 5 compared 

with Human and EigenFaces experiments. Unfortunately, the model was unable to reach the 

accuracy mentioned in the FaceNet paper since it was using much fewer input data to compare 

with billion photos from Google. Also different methods to preprocess the input data were 

tested. However, the accuracy is obviously impressed to compare with EigenFaces algorithm 

used in Jeffrey’s and Shankar’s security system. The state-of-art Inception-v3 model gave the 

outstanding result which closes the human gap. 

Face authentication was also tested in a real environment by testing 50 people. The highest 

accuracy was 92.2%. Half of these people were presented as new customers trying to 

authenticate and as expected system notified for a label from the administrator. The datasets we 

used to train the neural network model is American, but 90% of test data is European. The result 

was lower accuracy to compare with LFW dataset and it sometimes failed to distinguish people. 

That makes collecting data from Social Network advantages because it is able to collect various, 

diverse people from around the world. The Face Recognition System authentication systems 

also confused between two people with similar faces, but more face images with different 

angles and expressions will solve the problem. The light condition is also important, the 

background should not be over illuminated. 
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The bottleneck values before training to distinguish different faces were stored. After collection 

of the data from 200 students and 500 users of Facebook, we knew model was trained with updated 

data using incremental learning. The result succeeded with improving AUC from 0.9823 to 0.9994. 

Also, system ability to recognize faces of Asians is increased because of social networks use and 

ability to updated the data with diverse images of people from different regions. It was not expected 

that the accuracy will dramatically increase because the collected data was insufficient and also 

bounded by the algorithm limitations. However, by using incremental learning approach, one can 

reach the accuracy mentioned in the FaceNet paper. Moreover one can additional improved the 

accuracy by using the Inception-v3 model. If one focus more on pre-processing the input data by 

aligning the data and using the TF-Slim libraries with the lightweight package for defining, training 

and evaluating models, one can even more improve the performance. 

The entire system was developed and tested in a miniature informational license management 

system mimicking the actual one working on the production server. Authentication system was 

running on the laptop of the imaginary employee. It was constantly running faces detection, then 

asked server for verification. First and second cloud server are the stack cloud servers. Each of 

them includes 3 units: 1 controller unit and 2 compute units. Cloud server includes Ubuntu and 

CentOs operation environments and instances hosted by the QEMU hypervisor [20] on the 

compute units. The cloud server is able maximum to 8 VCPUs (time slot of the processor) with 

32Gb Ram and 200Gb Root Disk. With highly computational power, the cloud server is suitable 

for neural network training and testing. 

iOS app to alert to the owner/administrator via a smartphone was developed. Also was 

developed a web-based front end running from cloud server i, which is convenient to access 

anytime, anywhere from any device. Whenever someone tries to access authentication protected 

area of the licensing system, the new data will be updated in the app and on the website as well 

as therefore forwarded to the training server. Administrator will receive a notification with 

ability to label new user or decline / ban this user (face). Therefore administrator can label new 

users and the system will automatically retrain the classifier model with new users and give 

them access. As it was mentioned before one can collect the tagged faces with face locations 

and saved to cloud storage. Also one can assign permission level for different users which will 

protect privacy. For example, the user do not have access to control other user setting, and 

another user has no access to license creation tool. 

Conclusion. This paper introduced a new method of obtaining data for training a security 

systems from social media and human interaction for future use in authentication process in various 

informational systems. There are several advantages of proposed system which can be described. 

First of all, one should mention that using of TensorFlow can be adaptive, powerful, and flexible. 

Moreover, training time is acceptable in comparison with other frameworks and much more faster 

if one uses distributed TensorFlow. The comparison results represented in Table 1. 

Table 1 

TensorFlow benchmarks 

Library Class Time(ms) Forward(ms) Backward(ms) 

Caffe ConvLayer 1521 916 1088 

Torch cudnn.Spatial 430 156 1089 

TensorFlow conv2d 349 167 241 

There is a range of abundant interesting projects which are leading in Artificial Intelligent 

and Deep Learning developed in TensorFlow with huge support from Google. In addition, 

computation in parallel mode will dramatically drop the training time. By using the method 

mentioned in the FaceNet paper, one can benefit in reaching a swiftness and accuracy 

comparing with other algorithms as in Table 2. 
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Table 2 

Face recognition for authentication performance 

Human , cropped 0.998 

FaceNet 0.9983 ± 0.005 

EigenFace 0.6162 ± 0.0092 

Developed model 0.9718 ± 0.0124 

More important, the accuracy has been improved along with use of new data from social 

media and human interaction. Second, collecting data from social media was also a great move 

since social media is the largest public data source such as Facebook with around 1.7 billion 

active users. With the publication of Facebook, one can easily collect the necessary data. One 

can also collect data from other social networks such as Instagram and many more. One 

interesting direction for future work is to collect the data from the owner’s laptop or other 
devices such as captured photos and videos and therefore use them to train the network 

automatically. Another direction for future work is to detect fake-face by using gait speed and 

eye tracking and depth analysis. 
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Ɉɥɟɧɚ Ʉɪɢɜɨɪɭɱɤɨ, Ȼɨɝɞɚɧ Ȼɟɛɟɲɤɨ, Ʉɚɪɢɧɚ ɏɨɪɨɥɶɫɶɤɚ,  
Ⱥɥɶɨɧɚ Ⱦɟɫɹɬɤɨ, ɇɚɬɚɥɿɹ Ʉɨɬɟɧɤɨ 

ȼɂɄɈɊɂɋɌȺɇɇə ɋɂɋɌȿɆɂ ɊɈɁɉȱɁɇȺȼȺɇɇə ɈȻɅɂɑɑə  

ȾɅə ȺȼɌɈɊɂɁȺɐȱȲ ɇȺ ɈɋɇɈȼȱ ɒɌɍɑɇɈȽɈ ȱɇɌȿɅȿɄɌɍ 

Ⱥɤɬɭɚɥɶɧɿɫɬɶ ɬɟɦɢ ɞɨɫɥɿɞɠɟɧɧɹ. Ɍɟɯɧɿɱɧɢɣ ɩɪɨɝɪɟɫ ɜɟɞɟ ɞɨ ɜɟɥɢɱɟɡɧɨɝɨ ɡɛɿɥɶɲɟɧɧɹ ɱɢɫɥɚ ɤɿɛɟɪɡɥɨɱɢɧɿɜ. 
Ɇɚɣɠɟ ɤɨɠɧɚ ɥɸɞɢɧɚ ɭ ɫɜɿɬɿ ɦɚє ɰɢɮɪɨɜɿ ɨɛɥɿɤɨɜɿ ɡɚɩɢɫɢ, ɹɤɿ ɦɿɫɬɹɬɶ ɤɨɧɮɿɞɟɧɰɿɣɧɭ ɨɫɨɛɢɫɬɭ ɿɧɮɨɪɦɚɰɿɸ, ɹɤɚ 
ɧɚɫɩɪɚɜɞɿ ɡɚɯɢɳɟɧɚ ɩɪɨɫɬɢɦ ɩɚɪɨɥɟɦ. Ɍɨɦɭ ɫɢɫɬɟɦɢ ɛɟɡɩɟɤɢ ɜɿɞɿɝɪɚɸɬɶ ɜɟɥɢɤɭ ɣ ɜɚɠɥɢɜɭ ɪɨɥɶ ɭ ɡɚɯɢɫɬɿ ɤɨɧɮɿɞɟɧ-
ɰɿɣɧɨɫɬɿ. ɇɟɨɛɯɿɞɧɨ ɦɚɬɢ ɧɚɞɿɣɧɭ ɫɢɫɬɟɦɭ, ɹɤɚ ɦɨɠɟ ɪɨɡɪɿɡɧɹɬɢ ɥɸɞɟɣ ɿ ɞɿɹɬɢ ɩɨ-ɪɿɡɧɨɦɭ ɜ ɡɚɥɟɠɧɨɫɬɿ ɜɿɞ ʀɯ ɩɪɚɜ.ɇɚ 
ɜɿɞɦɿɧɭ ɜɿɞ ɚɭɬɟɧɬɢɮɿɤɚɰɿʀ ɩɨ ɪɨɡɩɿɡɧɚɜɚɧɧɸ ɨɛɥɢɱɱɹ ɬɚ ɿɧɲɢɯ ɪɿɲɟɧɶ ɞɥɹ ɿɞɟɧɬɢɮɿɤɚɰɿʀ, ɬɚɤɢɯ ɹɤ ɩɚɪɨɥɿ, ɩɟɪɟɜɿɪɤɚ 
ɟɥɟɤɬɪɨɧɧɨʀ ɩɨɲɬɢ ɚɛɨ ɿɞɟɧɬɢɮɿɤɚɰɿɹ ɡɚ ɜɿɞɛɢɬɤɚɦɢ ɩɚɥɶɰɿɜ, ɛɿɨɦɟɬɪɢɱɧɢɣ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɫɿɛ ɜɢɤɨɪɢɫɬɨɜɭє ɭɧɿɤɚ-
ɥɶɧɿ ɦɚɬɟɦɚɬɢɱɧɿ ɬɚ ɞɢɧɚɦɿɱɧɿ ɲɚɛɥɨɧɢ, ɹɤɿ ɪɨɛɥɹɬɶ ɬɚɤɭ ɫɢɫɬɟɦɭ ɨɞɧɿєɸ ɡ ɧɚɣɛɿɥɶɲ ɛɟɡɩɟɱɧɢɯ ɬɚ ɟɮɟɤɬɢɜɧɢɯ. 

ɉɨɫɬɚɧɨɜɤɚ ɩɪɨɛɥɟɦɢ. Ⱥɭɬɟɧɬɢɮɿɤɚɰɿɹ ɡ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɛɥɢɱɱɹ ɫɤɨɪɨ ɫɬɚɧɟ ɨɞɧɿєɸ ɡ ɧɚɣɫɬɚɛɿɥɶɧɿɲɢɯ. Є ɦɟɬɨɞɢ, 
ɞɨɫɬɭɩɧɿ ɞɥɹ ɜɢɹɜɥɟɧɧɹ ɬɚ ɨɛɪɨɛɤɢ ɨɛɥɢɱɱɹ ɡ ɜɢɤɨɪɢɫɬɚɧɧɹɦ ɪɿɡɧɢɯ ɪɿɜɧɿɜ ɫɤɥɚɞɧɨɫɬɿ. ɉɿɞɜɨɞɹɱɢ ɩɿɞɫɭɦɤɢ, ɦɨɠɧɚ ɫɬɜɟ-
ɪɞɠɭɜɚɬɢ, ɳɨ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɛɥɢɱɱɹ ɡ ɦɟɬɨɸ ɚɭɬɟɧɬɢɮɿɤɚɰɿʀ ɦɨɠɟ ɩɨɫɢɥɢɬɢ ɛɟɡɩɟɤɭ. Ɂɝɨɪɬɤɨɜɿ ɧɟɣɪɨɧɧɿ ɦɟɪɟɠɿ 
(CNN) ɩɟɪɟɜɟɪɲɭɸɬɶ ɛɭɞɶ-ɹɤɢɣ ɦɨɠɥɢɜɢɣ ɪɿɜɟɧɶ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɥɸɞɢɧɢ. Ɉɞɧɚɤ ɬɚɤɿ ɫɢɫɬɟɦɢ ɩɨɜɢɧɧɿ ɩɨɫɬɿɣɧɨ ɩɨɥɿɩɲɭ-
ɜɚɬɢɫɹ ɜɪɭɱɧɭ. ȱɧɲɚ ɩɪɨɛɥɟɦɚ, ɩɨɜ’ɹɡɚɧɚ ɡ ɬɚɤɢɦɢ ɫɢɫɬɟɦɚɦɢ, ɩɨɥɹɝɚє ɜ ɬɨɦɭ, ɳɨ ɞɥɹ ʀɯ ɩɿɞɝɨɬɨɜɤɢ ɩɨɜɢɧɟɧ ɛɭɬɢ ɬɨɱɧɨ 
ɩɿɞɝɨɬɨɜɤɚ ɞɚɧɢɯ, ɩɟɪɲ ɧɿɠ ɜɨɧɢ ɛɭɞɭɬɶ ɪɨɡɝɨɪɧɭɬɿ. Ⱦɭɠɟ ɜɚɠɥɢɜɨ, ɳɨɛ ɫɢɫɬɟɦɚ ɛɭɥɚ ɞɨɫɢɬɶ ɲɜɢɞɤɨɸ, ɳɨɛ ɪɨɡɩɿɡɧɚ-
ɜɚɬɢ ɥɸɞɟɣ, ɿ ɳɨɛ ɧɚɜɱɚɧɧɹ ɩɪɨɯɨɞɢɥɨ ɛɟɡ ɨɫɨɛɥɢɜɢɯ ɬɪɭɞɧɨɳɿɜ, ɚ ɬɚɤɨɠ ɲɜɢɞɤɨ. 

Ⱥɧɚɥɿɡ ɞɨɫɥɿɞɠɟɧɶ ɿ ɩɭɛɥɿɤɚɰɿɣ. Ⱥɥɝɨɪɢɬɦɢ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɛɥɢɱɱɹ ɛɭɥɢ ɪɨɡɝɥɹɧɭɬɿ ɜ ɪɹɞɿ ɧɚɭɤɨɜɢɯ ɪɨɛɿɬ, ɬɚɤɢɯ 
ɹɤ ɤɚɫɤɚɞɢ ɏɚɚɪɚ, ɮɿɥɶɬɪ Ʉɚɥɦɚɧɚ ɿ ɡɚɫɬɨɫɨɜɚɧɿ ɜ ɪɿɡɧɢɯ ɫɮɟɪɚɯ. ɋɟɪɟɞ ɞɨɫɥɿɞɧɢɰɶɤɢɯ ɪɨɛɿɬ є ɪɹɞ ɫɢɫɬɟɦ ɛɟɡɩɟɤɢ, 
ɹɤɿ ɜɢɤɨɪɢɫɬɨɜɭɸɬɶ ɬɟɯɧɨɥɨɝɿɸ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɫɿɛ. ɉɿɞɯɿɞ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɫɿɛ ɞɥɹ ɛɟɡɩɟɱɧɨɝɨ ɞɨɫɬɭɩɭ ɿ ɚɭɬɟɧɬɢɮɿ-
ɤɚɰɿʀ, ɩɪɟɞɫɬɚɜɥɟɧɢɣ Ⱦɠɟɮɮɪɿ ɋ. Ʉɨɮɮɿɧɚ, ɜɢɤɨɪɢɫɬɨɜɭє ɤɨɪɢɫɬɭɜɚɥɶɧɢɰɶɤɢɣ ɦɟɬɨɞ VLSI Hardware ɿ ɦɟɬɨɞ 
Eigenspaces. ɋɢɫɬɟɦɢ, ɧɚɞɚɧɿ Shankar Kartik, ɬɚɤɨɠ ɜɢɤɨɪɢɫɬɨɜɭɸɬɶ ɦɟɬɨɞ Eigenfaces ɞɥɹ ɿɞɟɧɬɢɮɿɤɚɰɿʀ ɨɛɥɢɱɱɹ, 

ɹɤɢɣ ɮɚɤɬɢɱɧɨ ɞɚє ɫɥɚɛɤɿ ɪɟɡɭɥɶɬɚɬɢ ɡ ɩɨɦɿɪɧɨɸ ɬɨɱɧɿɫɬɸ. 
ȼɢɞɿɥɟɧɧɹ ɧɟɞɨɫɥɿɞɠɟɧɢɯ ɱɚɫɬɢɧ ɡɚɝɚɥɶɧɨʀ ɩɪɨɛɥɟɦɢ. ɒɜɢɞɤɿɫɬɶ ɨɤɪɟɦɢɯ ɫɢɫɬɟɦ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɛɥɢɱɱɹ ɜɟɥɢ-

ɤɨɸ ɦɿɪɨɸ ɡɚɥɟɠɢɬɶ ɜɿɞ ɡɦɿɧ ɭɦɨɜ ɨɫɜɿɬɥɟɧɧɹ, ɟɤɫɩɪɟɫɿʀ, ɳɿɥɶɧɨɫɬɿ ɤɚɦɟɪɢ ɣ ɱɚɫɬɤɨɜɨʀ ɛɥɨɤɭɜɚɧɧɹ ɨɫɨɛɢ. Ʉɿɥɶɤɚ ɧɚ-
ɭɤɨɜɢɯ ɪɨɛɿɬ ɜɠɟ ɡɚɩɪɨɩɨɧɭɜɚɥɢ ɩɟɜɧɿ ɩɿɞɯɨɞɢ ɞɨ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɛɥɢɱɱɹ ɜ ɧɟɩɪɢєɦɧɢɯ ɭɦɨɜɚɯ, ɚɥɟ ɧɚɫɩɪɚɜɞɿ ɧɟ ɛɚɝɚɬɨ 
ɡ ɧɢɯ ɩɪɚɰɸɸɬɶ. 

Ɇɟɬɨɸ ɫɬɚɬɬɿ є ɨɩɢɫ ɟɤɫɩɟɪɢɦɟɧɬɚɥɶɧɨʀ ɚɪɯɿɬɟɤɬɭɪɢ ɫɢɫɬɟɦɢ ɚɭɬɟɧɬɢɮɿɤɚɰɿʀ ɫɢɫɬɟɦɢ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɛ-
ɥɢɱɱɹ ɜɫɟɪɟɞɢɧɿ ɿɧɮɨɪɦɚɰɿɣɧɨʀ ɫɢɫɬɟɦɢ, ɞɨɫɬɭɩɧɨʀ ɱɟɪɟɡ ɜɟɛ-ɿɧɬɟɪɮɟɣɫ. ɋɢɫɬɟɦɚ ɚɭɬɟɧɬɢɮɿɤɚɰɿʀ Face Recognition 
System ɫɤɥɚɞɚєɬɶɫɹ ɡ ɜɭɡɥɚ ɤɚɦɟɪɢ, ɯɦɚɪɧɨɝɨ ɫɟɪɜɟɪɚ ɿ ɩɪɢɫɬɪɨʀ ɜɜɟɞɟɧɧɹ-ɜɢɜɟɞɟɧɧɹ ɞɥɹ ɜɡɚєɦɨɞɿʀ ɡ ɤɨɪɢɫɬɭɜɚɱɚɦɢ ɡɚ 
ɞɨɩɨɦɨɝɨɸ ɜɟɛ-ɿɧɬɟɪɮɟɣɫɭ. 

ɍ ɡɜ’ɹɡɤɭ ɡ ɪɨɡɜɢɬɤɨɦ ȱɧɬɟɪɧɟɬɭ ɿ ɯɦɚɪɧɢɯ ɨɛɱɢɫɥɟɧɶ ɰɹ ɫɬɚɬɬɹ ɹɜɥɹє ɫɨɛɨɸ ɪɨɡɪɨɛɤɭ ɫɢɫɬɟɦɢ ɚɭɬɟɧɬɢɮɿɤɚɰɿʀ 
ɧɚ ɨɫɧɨɜɿ ɫɢɫɬɟɦɢ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɫɿɛ. ȼɢɤɨɪɢɫɬɨɜɭɸɱɢ ɫɢɫɬɟɦɭ Google ɧɚɫɬɭɩɧɨɝɨ ɩɨɤɨɥɿɧɧɹ, TensorFlow ɡ ɩɥɚɬɮɨ-
ɪɦɨɸ ɝɥɢɛɨɤɨɝɨ ɧɚɜɱɚɧɧɹ ɧɚ ɛɨɪɬɭ. TensorFlow – ɰɟ ɝɧɭɱɤɢɣ, ɫɬɟɪɩɧɢɣ ɩɪɨєɤɬ ɿɡ ɜɿɞɤɪɢɬɢɦ ɜɢɯɿɞɧɢɦ ɤɨɞɨɦ. 

ȼɢɤɥɚɞ ɨɫɧɨɜɧɨɝɨ ɦɚɬɟɪɿɚɥɭ. əɤ ɜɿɞɨɦɨ, ɡɿɪ ɥɸɞɫɶɤɨɝɨ ɦɨɡɤɭ ɡɞɚєɬɶɫɹ ɞɭɠɟ ɥɟɝɤɨ ɮɭɧɤɰɿɨɧɭɸɱɢɦ. ɇɟɜɚɠɤɨ 
ɪɨɡɝɥɟɞɿɬɢ ɫɨɛɚɤɭ ɣ ɤɿɲɤɭ, ɩɪɨɱɢɬɚɬɢ ɫɥɨɜɨ ɚɛɨ ɞɿɡɧɚɬɢɫɹ ɥɸɞɫɶɤɟ ɨɛɥɢɱɱɹ. Ⱥɥɟ ɧɚ ɜɿɞɦɿɧɭ ɜɿɞ ɥɸɞɢɧɢ ɰɿ ɡɚɜɞɚɧɧɹ 
ɞɿɣɫɧɨ ɫɤɥɚɞɧɿ ɞɥɹ ɜɢɪɿɲɟɧɧɹ ɡɚ ɞɨɩɨɦɨɝɨɸ ɤɨɦɩ’ɸɬɟɪɚ. ɉɪɨɰɟɫ ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɡɞɚєɬɶɫɹ ɩɪɨɫɬɢɦ, ɬɨɦɭ ɳɨ ɥɸɞɫɶɤɢɣ 
ɦɨɡɨɤ ɞɿɣɫɧɨ ɯɨɪɨɲɢɣ ɭ ɫɩɪɢɣɧɹɬɬɿ ɿ, ɜ ɪɟɡɭɥɶɬɚɬɿ, ɜ ɪɨɡɭɦɿɧɧɿ ɡɨɛɪɚɠɟɧɶ. ȼ ɨɫɬɚɧɧɿ ɪɨɤɢ ɦɚɲɢɧɧɟ ɧɚɜɱɚɧɧɹ ɞɨɦɨ-
ɝɥɨɫɹ ɜɟɥɢɤɢɯ ɭɫɩɿɯɿɜ ɭ ɜɢɪɿɲɟɧɧɿ ɰɢɯ ɫɤɥɚɞɧɢɯ ɡɚɜɞɚɧɶ. Ɂɨɤɪɟɦɚ, ɦɨɞɟɥɶ, ɡɜɚɧɚ ɝɥɢɛɨɤɨ ɫɜɟɪɬɨɱɧɨɟ ɧɟɣɪɨɧɧɨɸ ɦɟɪɟ-
ɠɟɸ, ɦɨɠɟ ɩɪɢɜɟɫɬɢ ɞɨ ɪɨɡɭɦɧɨʀ ɩɪɨɞɭɤɬɢɜɧɨɫɬɿ ɩɪɢ ɜɢɪɿɲɟɧɧɿ ɫɤɥɚɞɧɢɯ ɡɚɜɞɚɧɶ ɜɿɡɭɚɥɶɧɨɝɨ ɪɨɡɩɿɡɧɚɜɚɧɧɹ, ɹɤɿ ɜ 
ɞɟɹɤɢɯ ɚɫɩɟɤɬɚɯ ɜɿɞɩɨɜɿɞɚɸɬɶ ɚɛɨ ɩɟɪɟɜɟɪɲɭɸɬɶ ɦɨɠɥɢɜɨɫɬɿ ɥɸɞɢɧɢ. 

ȼɢɫɧɨɜɤɢ ɜɿɞɩɨɜɿɞɧɨ ɞɨ ɫɬɚɬɬɿ. ɍ ɰɿɣ ɫɬɚɬɬɿ ɩɪɟɞɫɬɚɜɥɟɧɨ ɧɨɜɢɣ ɦɟɬɨɞ ɨɬɪɢɦɚɧɧɹ ɞɚɧɢɯ ɞɥɹ ɧɚɜɱɚɧɧɹ ɫɢɫɬɟɦ 
ɛɟɡɩɟɤɢ ɡ ɫɨɰɿɚɥɶɧɢɯ ɦɟɪɟɠ ɿ ɜɡɚєɦɨɞɿʀ ɡ ɥɸɞɢɧɨɸ ɞɥɹ ɦɚɣɛɭɬɧɶɨɝɨ ɜɢɤɨɪɢɫɬɚɧɧɹ ɜ ɩɪɨɰɟɫɿ ɚɭɬɟɧɬɢɮɿɤɚɰɿʀ ɜ ɪɿɡɧɢɯ 
ɿɧɮɨɪɦɚɰɿɣɧɢɯ ɫɢɫɬɟɦɚɯ. ȱɫɧɭє ɤɿɥɶɤɚ ɩɟɪɟɜɚɝ ɩɪɨɩɨɧɨɜɚɧɨʀ ɫɢɫɬɟɦɢ, ɹɤɿ ɦɨɠɧɚ ɨɩɢɫɚɬɢ. ɇɚɫɚɦɩɟɪɟɞ ɬɪɟɛɚ ɡɚɡɧɚɱɢɬɢ, 
ɳɨ ɜɢɤɨɪɢɫɬɚɧɧɹ TensorFlow ɦɨɠɟ ɛɭɬɢ ɚɞɚɩɬɢɜɧɢɦ, ɩɨɬɭɠɧɢɦ ɿ ɝɧɭɱɤɢɦ. Ȼɿɥɶɲ ɬɨɝɨ, ɱɚɫ ɧɚɜɱɚɧɧɹ ɩɪɢɣɧɹɬɧɨ ɜ ɩɨ-
ɪɿɜɧɹɧɧɿ ɡ ɿɧɲɢɦɢ ɫɟɪɟɞɨɜɢɳɚɦɢ ɿ ɧɚɛɚɝɚɬɨ ɲɜɢɞɲɟ, ɹɤɳɨ ɜɢɤɨɪɢɫɬɨɜɭɜɚɬɢ ɪɨɡɩɨɞɿɥɟɧɢɣ TensorFlow. 

Ʉɥɸɱɨɜɿ ɫɥɨɜɚ: ɲɬɭɱɧɢɣ ɿɧɬɟɥɟɤɬ; ɪɨɡɩɿɡɧɚɜɚɧɧɹ ɨɛɥɢɱɱɹ; ɧɟɣɪɨɧɧɚ ɦɟɪɟɠɚ; ɿɧɮɨɪɦɚɰɿɣɧɿ ɫɢɫɬɟɦɢ; ɚɭɬɟɧɬɢ-
ɮɿɤɚɰɿɹ. 

Ɋɢɫ.: 1. Ɍɚɛɥ.: 2. Ȼɢɛɥ.: 22. 
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