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ARTIFICIAL INTELLIGENCE FACE RECOGNITION FOR AUTHENTICATION

Urgency of the research. Technical progress leads to a tremendous increase in number of cybercrimes. Almost every person
around the globe has a range of digital accounts containing sensitive private information which is in fact protected by simple
password. Therefore, security systems have a great and important role to guard privacy. It is necessary to have a solid system
which can distinguish between people and act differently based on their permissions.In difference between face recognition
authentication and other identification solutions such as passwords, email verification or fingerprint identification - biometric
facial recognition uses unique mathematical and dynamic patterns that make such system one of the safest and most effective.

Target setting. Face recognition authentication is about to be one of the most stable. There is a range of methods that are
available for detecting and processing faces using different levels of complexities. Summing up - face recognition for
authentication purposes can emphasizes security. Convolutional neural networks (CNN) outperform any possible humans’
recognition rate. However, such systems should be continuously manually improved. Another problem with such systems is
that they require accurate data to be trained before they are actually being deployed. It is essential for such system to be fast
enough to recognize people and that the training should be accomplished without much difficulty and also be fast.

Actual scientific research and issues analysis. Face recognition algorithms have been reviewed in a range of scientific
papers such as Haar Cascades, Kalman Filter and applied in various spheres. Among research papers, there is a range of
security systems that use face recognition technology. Facial recognition approach for security access and authentication
presented by Jeffrey S. Coffin uses custom VLSI Hardware and Eigenspaces method. Systems provided by Shankar Kartik uses
Eigenfaces method for face identification as well which in fact gives weak results with moderate accuracy.

Uninvestigated parts of general matters defining. The swiftness of the particular face recognition systems heavily depends on
the changes in conditions of light, expression, camera density, and on partial blocking of the face. Several scientific works have already
proposed range of approaches for face recognition under unpleasant conditions, but not much of them actually work.

The research objective. This article aims to describe Face Recognition authentication system experimental architecture
inside informational system accessible via web interface. The Face Recognition authentication system consists of a camera
node, a cloud server and input-output device for interacting with users by means of web interface.

With the advancement in web and cloud, this article represents development of the authentication system based on Face
Recognition System. Using Google next-generation system, TensorFlow with a deep learning framework on board. TensorFlow
is flexible, portable and open source project.

The statement of basic material. As it is known - the human brains vision seems to be very easy functioning. It does not take any
difficulty to tell apart a dog and a cat, read a word or recognize a human face. But in difference from human - these tasks are really
difficult problems for solving with a computer. Recognition process only seems easy because human brain is really good at perception
and as a result in understanding images. During last years, machine learning has made great progress in solving these difficult
problems. In particular, model called - deep convolutional neural network can result in reasonable performance on solving difficult
visual recognition tasks which are matching or exceeding human performance in some aspects.

Conclusions. This paper introduced a new method of obtaining data for training security systems from social media and
human interaction for future use in authentication process in various informational systems. There are several advantages of
proposed system which can be described. First of all, one should mention that using of TensorFlow can be adaptive, powerful,
and flexible. Moreover, training time is acceptable in comparison with other frameworks and much more faster if one uses
distributed TensorFlow.
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Urgency of the research. Technical progress leads to a tremendous increase in number of
cybercrimes. Almost every person around the globe has a range of digital accounts containing
sensitive private information with is in fact protected by simple password. Therefore, Security
systems have a great and important role to guard privacy. It is necessary to have a solid system
which can distinguish between people and act differently based on their permissions.

Target setting. Yet, face recognition authentication is about to be one of the most stable.
There is a range of methods that are available for detecting and processing faces using different
levels of complexities. Summing up - face recognition for authentication purposes can
emphasize security. It has already been used in many applications like mobile device
authentication. Anyways convolutional neural networks (CNN) outperform any possible
humans’ recognition rate. However, such systems should be continuously manually improved.
Another problem with such systems is that they require accurate data to be trained before they
are actually being deployed. It is essential that the system is fast enough to recognize people
and that the training should be accomplished without much difficulty and also be fast.

© Kpusopyuxko O. B., be6emko b. T., Xoponbcbka K. B., Jlecatko A. M., Korenko H. O., 2020
139



Ne 2 (20), 2020 TEXHIYHI HAVKU TA TEXHOJIOT I
TECHNICAL SCIENCES AND TECHNOLOGIES

With the advancement in web and cloud, this article represents development of the
authentication system based on Face Recognition System. Using Google next-generation
system, TensorFlow[1] with a deep learning framework on board. TensorFlow is flexible,
portable and open source project.

Actual scientific research and issues analysis. Face recognition algorithms have been
reviewed in a range of scientific papers such as Haar Cascades[2], Kalman Filter[3] and applied
in various spheres [4; 5; 6]. Besides, OpenCV is a swift open source project which supports
many methods to recognize faces. However, in this article, Dlib C++ library was used which
supports machine learning algorithms and uses histogram-of-oriented-gradient approach. Face
recognition is not only used by the camera node on the stage of face detection but also useful
on the stage of input data pre-processing. In this article, a modern data collection method was
described (collection from social media with help of Facebook API as well as with help of
human to label the unknown people, that directly helps in the process of neural network
incremental learning process for the model with new data). The interface was also designed for
easy uses in a range of device types.

Modern authentication in field of cyber security has been an essential feature in all aspects
of digital life and received a growing interest in recent years. Numerous security systems have
been used in the market for many pre-potent enterprises such as ADT [7], Vivint [8] and Protect
America. However, none of them use face-recognition approach in their solutions because of
low confidence and special computational requirements. NetAtmo [9] has released a device that
uses deep neural network to recognize the face, nevertheless their system is far from perfect.
Moreover, they provide special smart camera that in fact doesn’t satisfy requirement to be
compatible with any laptop or smartphone for authentication purposes. In addition - it is slow,
feedback is lagged, therefore notifications are constantly delayed, and it takes valuable time to
learn face sets, or search for matches in database.

Among research papers, there is a range of security systems that use face recognition
technology. Facial recognition approach for security access and authentication presented by
Jeffrey S. Coffin [10] uses custom VLSI Hardware and Eigenspaces method. Systems provided
by Shankar Kartik use Eigenfaces method for face identification [11] as well which in fact gives
weak results with moderate accuracy.

Uninvestigated parts of general matters defining. The swiftness of the particular face
recognition system heavily depends on the changes in conditions of light, expression, camera
density, and on partial blocking of the face. Several scientific works have already proposed range
of approaches for face recognition under unpleasant conditions, but not much of them actually
work. Another technology called FaceNet uses deep convolutional neural network implementing
Inception model[12] architecture from Google and moreover utilize the online triplet-mining
approach to train instead of an intermediate bottleneck layer. FaceNet system achieved a new
record accuracy of 99.63% on the Labeled Faces in the Wild (LFW) [13], dataset, which is
commonly used for testing purposes. Nevertheless, not only databases size increases but also its
computational cost and therefore recognition accuracy declines respectively. That is why
incremental learning algorithm should be used, as soon as it is a learning algorithm which handles
large-scale training data with respective efficiency and accuracy. A short definition of incremental
learning is: learning process represented as a gradual process with new data. The idea behind this
algorithm is the existence of special classifiers that are identified along with new classes to be
learned [14]. And the key point is to begin learning process with as low as possible resolution
images and then gradually increase to high resolution.

The research objective. This article describes Face Recognition authentication system
experimental architecture inside informational system accessible via web interface. The Face
Recognition authentication system consists of a camera node, a cloud server and input-output
device for interacting with users by means of web interface.
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The camera node is as it was previously mentioned - vital for system to exist. Nowadays,
almost any device has own web-camera, which is typically placed in front of the users face.
Whenever person needs to authenticate or re-authenticate, the camera node will capture a photo,
and process it in advance. The camera nodes must be positioned in such way that it has a wide
range of vicinity over the subject and therefore detect face approaching the camera from distance.
The camera node first has to detect the human face, and then it directly sends data to the cloud
for further processing. Cloud runs image processing remotely by using DLib library and
TensorFlow installed. For small-sized authentication system even smallest VPS cloud server
would be enough for processing data, but for training neural network more powerful cloud server
will be required as soon as model learning process requires expensive computation.

Cloud computing is a great advancement of modern days. Cloud computing is a type of
computing that relies on sharing computing resources rather than having local servers or
personal devices to handle applications. Cloud computing provides a simple way to access
servers, storages, databases and a broad set of application services for research over the internet.
Represented system uses two cloud servers to support its functionality. First one is a weak low-
powered server only for data processing tasks. Second is as powerful server handling all model
training tasks. A face recognition algorithms using CNN requires a lot of computational power
machine during functioning process. Cloud computing providers offer a reliable solution at a
very low cost for such kind of CPU consumption. Following on the architecture, the first cloud
server unit will receive data from the input nodes (most of cases represented by the laptop web
camera) and save then push data forward to the second cloud server unit where it will train the
data after defined collection period needed to form a suitable dataset. First cloud server unit
also interacts with the administrator via web interface utilizing HTTP protocol. The first cloud
server has a database with a record of all users being granted authentication permissions. The
first cloud server has ability to communicate with the input units on the device using web-socket
enabling real-time data processing. Therefore it is obvious that the first cloud server also has a
web-based server crawling data from Facebook and saving all data to storage.

The first cloud server has ability to communicate with any smart device accepting direct
TCP connection or at least supporting HTTP protocol. Frontend authentication algorithm is
running in web and therefore is controlled by the first cloud server. The administrator area of
the system allows the owner to control users and also to change their permission level. Based
on the granted access level, different users will able to access different sections of any kind of
system behind face recognition authentication. This article demonstrates the capabilities of the
system using a miniature license management system. Whenever a person is detected via
authentication system, data is sent to the first cloud server and it defines access level for this
person. If it is a new person - the first cloud server sends an alert to the administrator with access
violation notice. The administrator therefore can register the person in the system or take
necessary actions in case of any security breach.

To increase stability one can use social network for training face recognition model and also
for updating data on current, existing users in the system. This is definitely a new approach in
collecting data. Social networks are the largest free, diversified, adaptive dataset with ability to
track changes in real-time and online. By using the advantage of Facebooks’ Graph API, one can
easily detect a face with a tag name, define if this person was registered in the system, authenticate
it or send administrator a notice of security violation with additional information about the
suspect. Moreover, one can upload all picture with user’s faces to the first cloud unit. And most
importantly, the facebook developer app is simple and convenient to share between users. That
means that one can benefit with additional data collecting faces of already registered users, they
only need to log-in with their account and accept the app to collect pictures. The social network
node has three collecting interfaces. First is a public application from Facebook developer
website, second is from a web-based hosted on the first cloud server, the last one can be
application on i0S or Android device. These are simplest way to collect face images with labeled
faces of users who are given or not given access.
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The statement of basic materials. As it is known - the human brain vision seem very easy
functioning. It does not take any difficulty to tell apart a dog and a cat, read a word or recognize
a human face. But in difference from human - these tasks are really difficult problems for
solving with a computer. Recognition process only seems easy because human brain is really
good at perceptions and as a result in understanding images. During last years, machine learning
has made great progress in solving these difficult problems. In particular, the model called a
deep convolutional neural network can result in reasonable performance on solving difficult
visual recognition tasks which are matching or exceeding human performance in some aspects.

Currently, various image recognition methods and systems based on them are actively
developing and therefore successfully solving such tasks as identifying fingerprints, corneas of
the eye, analyzing aerospace images, monitoring information flows in a computer network,
detecting forgeries, recognizing license plates, handwritten texts, scanned postal, latent,
financial and accounting documents. These methods of pattern recognition made it possible to
solve complex tasks. In this regard, it is necessary to consider the possibility of applying these
methods for authentication purposes.

Researchers have demonstrated reliable methods of computer vision simulation by
validating their works on ImageNet [15] - an academic benchmarking system for computer
vision algorithms. Subsequent models improve each time to achieve a new bench result:
QuocNet [16], AlexNet [17], Inception (GoogleNet), BN-Inception-v2 and Inception-v3 [18].
Inception-v3 was the latest trained model for the ImageNet Large Visual Recognition Challenge
from Google. During this work face recognition module was implemented based on the method
presented in FaceNet and the training Inception-v3 model in TensorFlow. Instead of using
Inception (GoogleNet) model architecture, Inception-3 architecture to train a new model with
improved accuracy was used.

Basing on the published architecture and therefore model from the OpenFace and Inception-
v3 model a new model with a new database set was trained. Input data is collected by usage of
a face detection method and after goes through the deep convolutional neural network to extract
an embedding feature. Therefore one can use features for similarity detection and classification.

While processing an image using DLib [19] for face detection one should first define a
square around the faces. Each face should then be passed separately into the neural network,
which expects a fixed-sized input, currently 1024x1024 pixels, but even 96x96 pixels would be
enough as mentioned in FaceNet [12], which is the best size giving the highest accuracy and
low training time. But in case and purposes of face authentication one need more detailed
analysis therefore accepted reshape of the face in the square was accepted as constant size of
1024x1024 pixels. A potential issue is that faces could be looking in different directions or have
some distortions and one have to rotate the images. We use align faces method described in
OpenFace by first finding the locations of the eyes and nose with Dlibs’ landmark detector, and
if the face is undetected or unaligned which will be eliminated before going to the neural
network. Finally, an affine transformation is performed on the cropped image to make the eyes
and nose appear at about the same place.

Artificial neural networks provide powerful flexible and versatile learning mechanisms,
which is their main advantage over the other methods mentioned above. Training eliminates
the need to choose key features, their significance and the relationship between features. But,
nevertheless, the choice of the original input data significantly affects the quality of the solution.
Neural networks have a good generalizing ability, that is, they can successfully spread the
experience gained in the final training set to a variety of images.

Neural networks can be trained in a complex structure of images with less memory than is
required for classification by structural methods. Training eliminates the need to choose key
features and relationships between features. The parallelism of the work of neurons provides
fast and high-quality pattern recognition.

Due to a good generalizing ability, artificial neural networks can successfully recognize
images that are not shown in training, and also be resistant to noise in the input data.
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Neural network is a complex of distributed and parallel computing systems capable of
adaptive learning by analyzing the positive and negative effects and simulating simple
biological processes occurring in the human brain. The transformative element in such networks
is an artificial neuron. (fig. 1) [21].
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Fig. 1. Artificial neuron model

The functioning of the neuron is described by the following expressions:
v = LiL,wjx), (1)
y=¢+b), )

where Xj — input signals;

] — synaptic weights;

¢ (vtb) is an activation function that limits the amplitude of the output signal of the neuron;

b is the threshold element;

v is a linear combination of input actions;

y is the output of the neuron;

n is the number of inputs.

Our model trained 3400 random people from the Instagram dataset, 523 people from
Facebook and 108 students using the security system. As it was mentioned - in order to make
the training process easier, we obtain the data from different social network accounts. Images
of new users are obtained from photoshoot once the owner requests access for a particular user
using the smartphone and new users after using the security system.

It is common that the training data gained from the social media is insufficient for the deep
learning model to perform accurately. Therefore as soon as the user is trained with a minimal
dataset from the social media, the representation of the user is further improved by fine-tuning
the model as the user starts using the system. Sometimes the face recognition system fails to
classify the person properly and will have a very low accuracy, in such case system asks help
from the administrator. Administrator is sent a request to label the person via his account. After
the administrator has labeled, the system will automatically update with the new data and send
back to the camera unit to grand the access or other words - authorize user. The test purposed
authentication interface is also built in a website with library and an app SDK which can be
easily integrated as a login system.
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Necessary to mention that the Triplet-loss method mentioned in FaceNet for incremental
learning is used by the system. The system has two processing units. The first one is from the
camera (in test case represented by the common laptop web-camera). By using application SDK
or website JS library for authentication camera is able and will detect and recognize the human
face with the current model and data stored in memory in the first cloud server. Giving the
access is based on if the system is able to detect and recognize the face with set-up confidence.
If the confidence is low or unable to recognize the face, server will respond with refuse in
authentication and moreover will take a series of user’s photo with different angles and
expression to upload in the second cloud server for training purpose. After the training task will
be finished in the second cloud server, the updated version of the new model will be pushed to
the first cloud server.

First cloud server unit aimed to store the face data and send notifications to the owner asking
for labelling the unidentified or unrecognized person. Moreover the Facebook web-based
application was built in the first cloud server, which collects the data from social media.
Nevertheless the second cloud server will handle the much exhausted computational training
tasks instead of first unit. By using the distributed TensorFlow, the model was trained in
multiple computing nodes to speed up the training time and also using the incremental learning
technique in FaceNet to retrain the model with new data collected from social networks and the
security systems after specified time uses.

The largest possible problem of deep neural network is viable data. As we mentioned
previously, public data to use for training purposes are very small. To compare with Google datasets
mentioned in FaceNet paper, they use hundreds of millions of images from Google and Youtube.
On the purpose of researching or business, you have to whether pay for a satisfying face dataset or
manually collecting the data that will take a while, and the data will also be mostly unlabeled and
therefore also insufficient. However, as soon as social media becomes more popular around the
world, we proposed a novel method to automatically collect the data from social media. In this
paper, we only mentioned Facebook and its child company Instagram since they are the largest
social networks today, but actually, one can use this method in other social media networks. By
using the graph API for developers, one can extract the tagged face from the users by giving the
authentication access. It was also built and published an application on Facebook which is very
convenient for all users around the world who can log-in and share their face images.

Firstly, model that has been tested was Face Recognition System model which trained by
Instagram dataset on Labeled Faces in the Wild (LFW) datasets and the classification accuracy
15 0.9318 + 0.0140. The ROC of Face Recognition System model is shown in Figure 5 compared
with Human and EigenFaces experiments. Unfortunately, the model was unable to reach the
accuracy mentioned in the FaceNet paper since it was using much fewer input data to compare
with billion photos from Google. Also different methods to preprocess the input data were
tested. However, the accuracy is obviously impressed to compare with EigenFaces algorithm
used in Jeffrey’s and Shankar’s security system. The state-of-art Inception-v3 model gave the
outstanding result which closes the human gap.

Face authentication was also tested in a real environment by testing 50 people. The highest
accuracy was 92.2%. Half of these people were presented as new customers trying to
authenticate and as expected system notified for a label from the administrator. The datasets we
used to train the neural network model is American, but 90% of test data is European. The result
was lower accuracy to compare with LFW dataset and it sometimes failed to distinguish people.
That makes collecting data from Social Network advantages because it is able to collect various,
diverse people from around the world. The Face Recognition System authentication systems
also confused between two people with similar faces, but more face images with different
angles and expressions will solve the problem. The light condition is also important, the
background should not be over illuminated.
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The bottleneck values before training to distinguish different faces were stored. After collection
of the data from 200 students and 500 users of Facebook, we knew model was trained with updated
data using incremental learning. The result succeeded with improving AUC from 0.9823 to 0.9994.
Also, system ability to recognize faces of Asians is increased because of social networks use and
ability to updated the data with diverse images of people from different regions. It was not expected
that the accuracy will dramatically increase because the collected data was insufficient and also
bounded by the algorithm limitations. However, by using incremental learning approach, one can
reach the accuracy mentioned in the FaceNet paper. Moreover one can additional improved the
accuracy by using the Inception-v3 model. If one focus more on pre-processing the input data by
aligning the data and using the TF-Slim libraries with the lightweight package for defining, training
and evaluating models, one can even more improve the performance.

The entire system was developed and tested in a miniature informational license management
system mimicking the actual one working on the production server. Authentication system was
running on the laptop of the imaginary employee. It was constantly running faces detection, then
asked server for verification. First and second cloud server are the stack cloud servers. Each of
them includes 3 units: 1 controller unit and 2 compute units. Cloud server includes Ubuntu and
CentOs operation environments and instances hosted by the QEMU hypervisor [20] on the
compute units. The cloud server is able maximum to 8 VCPUs (time slot of the processor) with
32Gb Ram and 200Gb Root Disk. With highly computational power, the cloud server is suitable
for neural network training and testing.

10S app to alert to the owner/administrator via a smartphone was developed. Also was
developed a web-based front end running from cloud server i, which is convenient to access
anytime, anywhere from any device. Whenever someone tries to access authentication protected
area of the licensing system, the new data will be updated in the app and on the website as well
as therefore forwarded to the training server. Administrator will receive a notification with
ability to label new user or decline / ban this user (face). Therefore administrator can label new
users and the system will automatically retrain the classifier model with new users and give
them access. As it was mentioned before one can collect the tagged faces with face locations
and saved to cloud storage. Also one can assign permission level for different users which will
protect privacy. For example, the user do not have access to control other user setting, and
another user has no access to license creation tool.

Conclusion. This paper introduced a new method of obtaining data for training a security
systems from social media and human interaction for future use in authentication process in various
informational systems. There are several advantages of proposed system which can be described.
First of all, one should mention that using of TensorFlow can be adaptive, powerful, and flexible.
Moreover, training time is acceptable in comparison with other frameworks and much more faster
if one uses distributed TensorFlow. The comparison results represented in Table 1.

Table 1
TensorFlow benchmarks
Library Class Time(ms) Forward(ms) Backward(ms)
Caffe ConvLayer 1521 916 1088
Torch cudnn.Spatial 430 156 1089
TensorFlow conv2d 349 167 241

There is a range of abundant interesting projects which are leading in Artificial Intelligent
and Deep Learning developed in TensorFlow with huge support from Google. In addition,
computation in parallel mode will dramatically drop the training time. By using the method
mentioned in the FaceNet paper, one can benefit in reaching a swiftness and accuracy
comparing with other algorithms as in Table 2.
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Table 2
Face recognition for authentication performance
Human , cropped 0.998
FaceNet 0.9983 + 0.005
EigenFace 0.6162 £ 0.0092
Developed model 0.9718 £0.0124

More important, the accuracy has been improved along with use of new data from social
media and human interaction. Second, collecting data from social media was also a great move
since social media is the largest public data source such as Facebook with around 1.7 billion
active users. With the publication of Facebook, one can easily collect the necessary data. One
can also collect data from other social networks such as Instagram and many more. One
interesting direction for future work is to collect the data from the owner’s laptop or other
devices such as captured photos and videos and therefore use them to train the network
automatically. Another direction for future work is to detect fake-face by using gait speed and
eye tracking and depth analysis.
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Onena Kpusopyuxo, boeoan bebewrxo, Kapuna Xopoavcoka,
Anvona Jlecamrxo, Hamania Komemnko

BUKOPUCTAHHA CUCTEMMU PO3III3HABAHHSA OBJINYYA
JIJISI ABTOPU3AIIIL HA OCHOBI IITYYHOI'O IHTEJEKTY

Axmyanvnicmos memu 00cnioxycennsa. Texuiunuil npozpec ede 00 BeUUE3HO20 30LIbULEHHA YUCIA KiOep3l04uHie.
Maiioice koocna noduna y ceimi mae yugpogi 0baikosi 3anucu, ki MiCmsams KOH@IOenyiiHy ocobucmy ingopmayito, aKka
Hacnpasoi 3axuwena npocmum naponem. Tomy cucmemu 6esnexu 6i0ieparmo 6enUKy U 6AHCIUSY POTb Y 3AXUCTI KOHPIOeH-
yiunocmi. Heobxiono mamu HaoitiHy cucmemy, aKka Modce po3pizHamu iooell i Oisimu no-pisHoMY 6 3aiedicHocmi 610 ix npas.Ha
BIOMIHY 810 aymeHmu@ixayii no po3nizHasanuio 00aUYYs Ma IHWUX piliersb 05 i0eHmugikayii, makux K napoii, nepesipra
enekmpoHHOL nowmu abo ioeHmugikayis 3a 8i0bumxamu nanvLyie, DIOMempUYHULL PO3NIZHABAHHS OCIO BUKOPUCIOBYE YHIKA-
JIbHI MAMEeMamuyHi ma OUHAMINHI WabIoHuY, SIKI pOOIsIMG MAKY CUCIEMY 0OHIEI 3 HAUbINbW 6e3neuHUX ma epexmugHuXx.

Ilocmanoexa npoonemu. Aymenmugixayis 3 po3nisHa6aHHA 0OIUYYS CKOPO CMaHe OOHIEN0 3 HaticmabinbHiwux. € memoou,
docmynHi 015 8UAGNEHHA ma 06poOKU 00IUYYSL 3 BUKOPUCAHHAM DI3HUX PiHi6 ckaaoHocmi. 11i08005yu niocymKu, MOdiCHa cmae-
POHCY8aAmu, WO PO3NI3HAGAHHA OONUYYS 3 MEMOI0 aymeHmuixayii modxce nocunumu Oe3nexy. 320pmKosi HelpOHHI MepexCi
(CNN) nepeseputyroms 6y0b-saKutl MOXCIUBULL PI6EHb PO3NIZHABAHHS IF00UHU. OOHAK MAKi cucmemu ROGUHHI ROCMIUHO NOTINULY-
eamucs epyuny. [nua npobaema, noe’s3ana 3 MAKUMU CUCTEMAMU, NONAAE 8 MOMY, WO OIS iX NI020MOBKYU NOBUHEH OYMU MOYHO
ni020MOBKA OaHUX, NEPL Hic 6oHU 6Y0ymb po32opHymi. Jlysice 6axciuso, wob cucmema 6yna 00cums WeuoKo, uwjod posnizHa-
samu irooetl, [ w00 HAGUAHHS NPOXOOUNO He3 0COOTUBUX MPYOHOWIE, A MAKONC UEUOKO.

Amnaniz 0ocnioxncens i nyonikayii. Aneopummu po3nizHaganHsa ooauuYsa Oy po3enanymi 8 paoi HAyKosux pobim, maxKux
sk Kackaou Xaapa, ¢inemp Kanmana i 3acmocosani 6 pisnux cgpepax. Ceped 00cnioHuybkux pobim € pao cucmem 6e3nexu,
AKI 8UKOPUCOBYIOMb MEXHOL02iI0 po3nizHasanus ocib. 11ioxio posnisnasantnsa ocib 014 6e3neurozo docmyny i aymeHmugi-
xayii, npeocmasnenuu Jocecpppi C. Koggina, euxopucmosye xopucmysanonuyvkuii memoo VLSI Hardware i memoo
Eigenspaces. Cucmemu, naoani Shankar Kartik, maxoowc euxopucmoegyrome memoo Eigenfaces ona ioenmughixayii obauuus,
AKUU pakmuyHo oae caabki pe3yrbmami 3 NOMIPHOIO MOYHICMIO.

Buoinenns neoocniorncenux wacmun 3a2anvHoi npoonemu. [11suokicmv okpemux cucmem po3nizHAGAHHS 0OIUYYSL GelU-
KO MIPOI0 3aN1edcumbs 60 3MIH YMOG OC8IMAEHHS, eKCnpecil, WilbHOCmI Kamepu i 4acmkosoi 61oxkysanus ocoou. Kineka Ha-
VKO8UX poOIm 6dice 3anpononyeanu negHi nioxoou 00 po3nizHA6AHHA 0OIUYYSL 8 HENPUEMHUX YMOBAX, ajle HACNPAsOi He 6azamo
3 HUX NPayo0ms.

Memorw cmammi € onuc excnepumeHmanbHoi apximekmypu cucmemu aymenmupikayii cucmemu po3nisHaganHs 00-
auYys gcepeduti inopmayitinoi cucmemu, docmyntoi uepes ged-inmepgetic. Cucmema aymenmudixayii Face Recognition
System ckradaemucs 3 8y31a Kamepu, XMAPHO20 cepeepa i npUcmpol 66e0eHHs-8U8e0eHHs Ol 63AEMOOIT 3 KOpUCMY8a4amu 3d
donomoeoio eeb-inmepghelicy.

V 36’a3Ky 3 poseumkom Inmepremy i xmapnux oouuciensb ya cmamms a6nie cob0io po3pooKy cucmemu aymenmudixayii
Ha OCHOGI cucmemu posniznasanus oci6. Bukopucmosyiouu cucmemy Google nacmynnozo noxoninna, TensorFlow 3 nnamgo-
PpMmoio enuboko2o Haguanws Ha 6opmy. TensorFlow — ye enyuxuil, cmepnuull RPOEKM i3 GIOKPUMUM GUXIOHUM KOOOM.

Buknao ocnosnozo mamepiany. Ak 6i0omo, 3ip 1100CbK020 MO3KY 30a€mbes Oyice aeeko Qyuxyionyiouum. Hesascko
po3enedimu cobaxy il KiwiKy, npoyumamu ciogo abo Oiznamucs ao0cvke 00auyys. Ane Ha 8iOMIHY 810 10OUHU Yi 3A60AHHS
OTICHO CKNIAOHT 07151 BUPIUEHHS 3 OONOMO2010 KOMN tomepa. [Ipoyec po3ni3HaganHs 30a€mvcsi nPOCMUM, MOMY W0 THOOCLKULL
MO30K OIliCHO XOpowuil y cnputinammi i, 8 pe3yivmami, 8 pO3yMIiHHI 300pasceHb. B ocmanni poxu mawunne Hagyanus 0omo-
2N0Cs 6eNUKUX YCRIXIG Y GUDIUEHHT YUX CKIAOHUX 3a60aHb. 30KpeMa, MOOeNb, 36aHA 2MUOOKO C8EPMOYHOe HeUPOHHOIO Mepe-
Jrcero, Modce npueecmu 00 po3yMHOL NPOOYKMUBHOCME NPU GUPIUEHHT CKIAOHUX 3080aHb GI3YAIbHO20 PO3NIZHABAHHS, SKI 6
OesIKUX acnekmax 6i0nogioaioms abo nepeseputyloms MONCIUSOCHI TOOUHU.

Bucnosku 6ionogiono 0o cmammi. Y yiii cmammi npe0cmagieno Ho8uti Menmoo OMpUMAaHHs OGHUX OISl HAGYAHHS CUCEM
be3neKku 3 COYIANbHUX MePeXC | 83aeMO0il 3 THOOUHOIO OISt MAIOYMHbO20 BUKOPUCTAHHS 6 Npoyeci aymenmugixayii 6 pisHux
inopmayitinux cucmemax. IcHye KiibKa nepeéae nPONOHOBAHOT cucmemu, sKi MoxcHa onucamu. Hacamneped mpeba 3asnauumu,
wo suxopucmanns TensorFlow modice Gymu a0anmueHum, ROMYXCHUM i HyuKuUM. Binbu mo2o, yac HaguanHs RPULHAMHO 6 NO-
DIGHSAHHI 3 THUUMU Cepedosuuami i Habazamo weuoule, AKWo sukopucmosgysamu posnoodinrenuil TensorFlow.

Knrouogi cnosa: wmyunuil inmenexm,; po3niznagants 006auyys; HeUpoHHa Mepedica; IHpopmayiini cucmemu,; aymenmu-
Qixayis.
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