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The article aimed to experimentally verify and detect the coordinates of a given reference object, which will be
manipulated by an industrial robotic arm, type SCARA. It was necessary to identify and locate individual objects at the
automated workplace using the OMRON F150-3 visual inspection system during the process. Therefore, the ultimate goal of
the assigned task is to reliably grasp the detected reference object and move on to the next technological operation. In the
future, it would be appropriate to ensure reliable lighting conditions to guarantee the continuity of the automated process.

The article is a publication of scientific and methodical character.
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The urgency of the research. Trends in the field of unconventional technologies and their use
in multidisciplinary production and automation, in general, are currently directed mainly to the area
of advanced sensing and evaluation of parameters of objects participating in these production
processes. Therefore, equipping automated production facilities with unconventional technologies
is no longer satisfied with the classic use of standard sensor components, mostly part of the robotic
arm. Instead, it focuses on the field of materials engineering in the form of advanced 3D vision
systems, which allow the use of built-in complex chains of recognition of object characteristics.

Target setting. The existing classical approaches and techniques of selecting the processing
of some essential properties of objects are no longer sufficient for the new requirements
imposed by both end-users and the requirements of the technological engineering itself.
Therefore, the 3D camera sensor as the leading representative of the vision system is currently
an essential element of the production plant’s equipment to expand its peripheral capabilities
and capabilities in the context of Industry 4.0. In addition, these systems (for industrial image
processing) monitor entire processes, optimize them and thus enable error prediction, faster
sequences of robotic arm movements with consistent quality.

Actual scientific researches and issues analysis. Currently, ongoing research and
development in this area are focused on determining the parameters of a 3D model based on at
least two image signal sensors (cameras). It is possible to compile the necessary process data
of the scanned object subsequently. A 3D vision system must be incremental in the sense that
its elementary process components (tasks) are possible to extend to include new descriptions to
represent the model and extract unique features from the images of the scene [1]. In addition,
in all technological processes, there is often a situation of irregular arrangement of objects. It is
not possible to use a fixed program of the production site and the network layout of system
pallets. We can determine the reliability of this inspection by the devices parameters selection
such as camera, lens, lighting, P.C., and appropriate software use. The application of machine
vision is constantly increasing today, and in practice, we apply it in various application areas
[2]. In such (and similar) cases, it is suitable for determining the properties of objects stored,
e.g., use a CCD camera on the palette. A typical industrial CCD camera captures and transmits
the captured image via a standard camera bus, such as, e.g., Camera Link or IEEE 1394 to a
connected P.C. or into image processing systems, which then evaluate these images to obtain
helpful information. We concluded that careful analysis of the operation is the most critical
issue for getting good results in any process [3]. In addition, intelligent cameras now simplify
material engineering even more, as image analysis takes place directly in the camera. Their core
is usually a processor that runs a complete set of algorithms needed for vision.

Moreover, these devices must be for immediate and straightforward installation and
communication. The main idea is to easily and quickly install these intelligent cameras using the
lowest possible connecting cables and building the camera as a modular structure. These features
allow optimizing both the cost of the camera and the time and costs for installing the system [4].
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Analysis of existing research and publications. Introduction of an affordable vision
system to inspect and implement a systematic approach to managing technological processes.
Application of total control (TQM) of each product we realize on the example of manipulation
of a selected object from an automated workplace.

Article objective. The purpose of the article is to present this solution as a suitable
affordable one, which will serve as a starting point based on the well-known RS232C
communication protocol. We currently use it for data processing, acquisition of the scanned
image, and subsequent calculations with the help of a powerful computer. Furthermore, we
prepare this verified technical set for its future deployment in an actual automated workplace
with the participation of a robotic arm of the SCARA type.

General overview of the system. The implementation of experimental activities is an effort
to detect the center of gravity of a selected object of an automated workplace with a SCARA
robot. Part of these activities is the implementation of measurements, and the aim is to
determine the coordinates of the center of gravity of the reference object (®15x10) (Fig.1).

Fig. 1. Reference object for CoG determination
The starting point of the experiments is the realization of a measuring workplace, which
will serve for a solid and reliable (structural) mounting of two 2D camera systems, which is
very important for the course of experimental measurements. Furthermore, it should be borne
in mind that there is a demand for flexibility and convenient adjustment of the lenses of camera
systems to different spatial layouts during the experiment process. Variants for capturing a
reference object by two 2D camera systems shows Fig.2.

a c
Fig. 2. Measurement layout by two 2D camera system:

a — Side by side; b — Under some value of the angle; ¢ — Rectangular

The reason is the sensing of the reference object at the automated workplace from different
angles. Following this, we use the modular aluminum construction profiles (50x50mm) to
realize the measuring structure. Design “a” is not sufficiently satisfactory because the camera
system will not detect the Z-coordinate of the reference object. The embodiment indicated as
“b” represents the rotation of both camera systems at a certain angle. This solution enables the
detection of the Z-coordinate using a suitable configuration of individual parts concerning the
principles of triangulation calculation [5]. The best right and final solution is the third variant,
which allows the measurement of the Z-coordinate by measuring the “depth” of the reference
object. In this way, we achieve complete information about the 3D characteristic. It is possible

to extract the “x” and “y” coordinates of the reference object at the automated workplace from
the vertically stored camera system. The third coordinate, “z” (height of the reference object),
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can be determined using a horizontal camera system. The resulting experimental set-up
comprises a platform (3) on which we place the reference object. We realize the object’s

placement as the intersection of the field of view from 2D camera systems’ lenses (see Fig. 3).
= N ]
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Fig. 3. Measuring set-up
The measuring station includes an LCD panel (2) and a control programming console (3). As
a vision system, we use the OMRON F150-3 type [6]. This system belongs to the so-called
compact vision systems, consisting of two parts - an image information processing unit
(independent from the P.C.) and an externally connected CCD camera, or several CCD cameras.
Image information is processed and evaluated in an external pc, outside the CCD cameras. The
unit’s architecture is usually similar to an industrial or embedded P.C. built on a powerful
processor. The key and critical point of any vision system are the specific parameters of the
cameras used (Fig. 4). Precisely, three issues. The resolution, field of view, and lens focal length.

Fig. 4. Camera F150-S1 with 35mm CCTV lens

The resolution of the F150-3 camera system is 512 (H) x 484 (V), and the camera itself is
659 (H) x 494 (V). The focal length of the lenses in the mounted lens is 35 mm. The range of
the image depends on the intelligent light source (if the fit is attached to the camera), the
distance between the measured object and the camera, or an intermediate piece (the additional
intermediate link between the camera itself and the camera itself lens) [7]. In our case, no other
light source or middle element was used. The set-up of the vision system is focused on the
interconnection supported by the use of available communication protocols and interfaces so
that reliable communication between the control system of the robotic arm and the vision
system is achieved. Existing communication interfaces are created based on the connectivity
and the topology as Ethernet, RS232, RS485, RS422, CAN-bus, and PROFIBUS [8]. From the
software point of view, for a robotic arm, it is necessary consisting of libraries together with
reliable functions for the communication (with the vision system) inside their control system.
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Fig. 5. Camera F150-S1 with 35mm CCTV lens

The interconnection between the control system of the robotic arm and the vision system
can be seen in Fig. 5. The next logical step consists of the vision system calibration. Its purpose
is to determine internal, external parameters and the values of the mathematical model for the
lens distortion (due to their impact). Using the calibration process, we determine the precise
position selection of the entities from the pictures. This process is followed by the
transformation between relationships of the robotic arm coordinate system and the vision
system. As part of the measurement chain, the camera system needs to define its internal and
external parameters to obtain input data (x, y, z) [9]. For this purpose, it is necessary to calibrate
the camera system. In this article, we have dealt with the one-dimensional calibration method
of objects. For these objects, we do not know the properties of the points or the distances
between them. To use this method of calibration points lying in the plane, we need to ensure
stable parameters of these points. Using a very accurate digital meter (digital multimeter), the
coordinates (in mm) were verified for calibration point No. 1: [x = 30.000, y = 20.000], for
calibration point No. 2 the coordinates (in mm): [x = 15.000, y = 15.000]. Since the
magnification scale is the same in both the ,,x* and ,,y* axes, two points are sufficient for
calibration (Fig. 6).

Fig. 6. Calibration of the vertical part (CCD camera 1) of the vision system OMRON F150-3

Calibration of the horizontal part (CCD camera 2) of the vision system we realize by an
analogous procedure. Still, in this case, we are only interested in the “z” - the new (at the given
set of the camera coordinate system) (Fig. 7).
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Fig. 7. Calibration of the horizontal part (CCD camera 2)
of the vision system OMRON F150-3

The “Density Averaging” function (based on the differences in the brightness of the image
units) we use to determine whether the reference object (whose center of gravity coordinates
we want to identify) is at all on the measurement scene. In this measurement, the density of
each pixel is evaluated based on its brightness. (Values from 0 to 255, the so-called grayscale.)
We then calculate the total average for the search region. A measurement is made based on the
estimated value—the average optical density of the area without the measured object. Detection
of the sensed object gives us qualitative information about errors from the measurement by the
vision system [10]. The failed measure led us to the returning of the initial recalibration. An
identification of coordinate axes ,,x* and ,,y* for the sensed object is the next step (by using the
gravity and area function). Next to fundamental step consists of calculation the area of the
perceived object that is viewed from the top. The sensed object is evaluated by white pixels
(mainly, according to the light source), and the other area is black Fig. 8.

Fig. 8. Determination of “x”" and “y” coordinates

The next step consists of ,,z-axis determination, the shape, depth, and high of the sensed object
(see Fig. 9). Sub-activities of this step also consist of a post-processing process applied to the
captured picture from the vision system, and we successfully implement the edge position function
at this process. We can characterize this function as the ability to detect the edges of the sensed
object, assuming that there is sufficient contrast between the object and the environment. We can
evaluate (in the appropriate direction) the edges of a sensed object by applying this process. The
aim is the simultaneous usage of the functions “light to dark™ (if it is the sensed object dark and
background bright) or “dark to light” (if it is the sensed object bright and background dark).
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Fig. 9. Determination of “z” coordinate

Finally, the last step consists of determining coordinates of the center of gravity of the
sensed object, which we choose by a simple mathematical operation [x, y, z/2] — because the
center of the gravity is determined at the middle of the center, the sensed object. Information
obtained by this principle is then transferred into the computer via the RS232C serial interface
for their advanced processing (coordinates transformation from external coordinate system to
the coordinates of robotic arm control system) [11]. Sub-activities of this step are followed by
coordinate information transmitted directly to the control system of the robotic arm.

Conclusions. We can state that a major influence on the captured results has the light
conditions (light uniformity) or vertical camera system distance from the sensed object. This
research aimed to design a reachable and fully functional vision system based on two standard
CCD camera usage. Specifically, our solution is focused on the R.S. 232C communication
interface as an interconnection standard between two sites (vision system and robotic system).
What is more, such obtained results at the moment are well prepared for their further and deeper
processing during the next phase of development.
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VIK 681.51:006.91
Mapex Bazaw, Anena I'anaiioosa
CUCTEMA INTPOMHUCJIOBOI'O BAYEHH4 /U151 BUSIBJIEHHS OB'E€KTIB

Tenoenyii 6 obnacmi Hempaouyitinux mexHono2il ma ix UKOpUCManHs 6 bazamonpo@ineHoMy UpoOHUYMEI ma agmo-
mMamu3zayii 8 OaHull yac HanpasieHi 8 0CHOBHOMY Ha idenmugixayilo ma oyinky napamempie 0b'ckmis, ujo bepyms yuacmo y
supobHuuux npoyecax. Cyyacune ocHaujeHHs A8MOMAMU308AHUX NPOMUCTIOBUX 00'€KMi6 HemPaouyitiHuMu MexHono2iamu go-
KYCyemuvcs Ha 2any3i indicenepii mamepiania y 6ueisioi nepedosux cucmem mpusuMipHo2o 30py, AKi 003801A10Mb UKOPUCTIO-
8ygamu 60y008aHI CKIAOHI TAHYIOINHCKU PO3NI3HABAHHS XAPAKMEPUCMUK 00 '€Kma.

Cmamms cnpamosana Ha eKkChepuMenmanbHy nepesipky i GU3Ha4eHHs KOOPOUHAM 3a0aH020 emanoHHo20 00'ckma, AKUM
ynpagnsamume npomucnosuii pobom-maninyiamop muny SCARA. Y npoyeci pobomu neobxiono oyno ioenmugixysamu i no-
Kanizyeamu oxkpemi 06'ckmu Ha asmomMamuz08aHoMy poboHOMYy Micyi 3a OONOMO2OI0 CUCHEMU Gi3VANbHO20 KOHMPOIIO
OMRON F150-3. Tomy kinyesa mema nocmagneno2o 3a80aHHs - HAOTIHO i0eHmMupiKyeamu suAgIeHUll emanouHull 00 ekm i
nepeumu 00 HACMYNHOI MEXHON02IUHOI onepayii.

Tloxazano, wo ocnognuil 6n1U6 Ha ompumani pesyrbmamu idenmigixayii 06'ckmis 30itlicHI0OMb YMOBU OCEIMIeHHS (Di6-
HOMipHiCMb OcgimaenHs) abo gI0CMAaHb cucmeMu 8epMUKanbHOI Kamepu 8i0 euasieno2o 00 'ckmy. Pezynomamu 0ocniodcenus
6y CNpAMOBAHI HA CMBOPEHHs. OOCHYNHOT | NOBHICMIO (YYHKYIOHANLHOI cCUCmeMU MeXHIYHO20 30pY, 3ACHOBAHOI HA BUKOPU-
cmanni 06ox cmanoapmuux kamep CCD i 3acmocysanni komynixayitinozo inmepgheticy RS232C ax cmanoapmy 63aemooii
Midic 06oma 0b'ekmamu (cucmema mexuiuno2o 3opy i pobomuzosana cucmema). Ompumani Ha OaHUL MOMEHM pe3ynbmamu
aoanmosati onis NOOANLUO020, OiNbIL 2IUOOKO20 ONPAYIO8AHHS HA HACMYRHOMY emani po3pooKu. 30Kkpema, Oo0YinbHo 3abe3ne-
yumu HAoIliHI yMo8U oceimuents, wob apanmysamu be3nepepsHicms agmomMamu3o8ano20 nPoyecy.

Onyobnikosana cmamms npedcmasiae uOPaHi Kpoku 01 OMPUMAHHA OAHUX eMAaloHH020 00'ckma (30Kpema, yYeHmpy
6aeu) 3 axyenmom Ha eupodonuxa cucmem kamep OMRON. [Ipedcmasnena cmamms Haoac 6invus Oemanvhe YaeieHHs Npo
cucmemy po3nizHaganus ma KaniopyeanHs 300padicens, saKe 4acmo HedoOCMamub0 HOBHO ONUCYEMBCS 8 NOCIOHUKAX Nocma-
YAIbHUKIG.

Cmamms € ny6nikayiero HaAyKo80-mMemoouiHo20 xapaKmepy.

Knruoei cnosa: cucmema 30py; OMRON F150-3; cman ceéimna, asmomamuzayia; Pooom SCARA; kaniopysanns.
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