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JTIATHOCTHUKA PAKY I'PYJIEN: IOT-CUCTEMA 3 FPGA
TA WEKA-AHAJIITUKOIO

YV cyuacnomy ceimi sce binbue npudinaemuvcs yeaza Haykosyie ananizy paxKy MOIo4Hoi 3an03u. Y cmammi nposooumucs
021510 aneopummie cmuctents 306padxcenv, ompumanux 3 IIJIIC cucmem ons nodanvuioi pobomu y 3acmocynky WEKA. 3a-
NPONOHOBAHO MOACIUBOCI O PAHHLOT diaeHOCmUKU paky monouHoi 3anosu. Cucmemu, Axi noconyroms inmeptem peui (IoT),
npoepamosani noziuni cxemu (IIJIIC) ma npoepamy ona ananizy 0anux, 0036015my NPOEOOUMU WOOEHHUL MOHITMOPUHE CINAHY
300p08°s ma diacHOCMy8amu MOXCIUGI 3AX60PI0GAHHA HA panHill cmadii. Taxkoxc onucano, AK CIMUCHEeHHS. MeOUUHUX 300pa-
JiCeHb GNIUBAE HA MOUHICTb IXHBO20 AHANI3Y.

Kniouogi cnosa: IIVIIC; WEKA; ingopmayitini mexnonozii; cmuchenns 300paicens, jpeg-Is.

Puc.: 5. Tabn.: 3. bion.: 8.

AKTyaJIbHiCTh TEMH JOCJTiZKeHHsl. Pak MOJIOYHOT 321031 3aTMIITAETHCST HAUTTOIIUPEHIIITAM
OHKOJIOTiYHMM 3aXBOPIOBAHHSAM Y XKiHOK. JIOr0 paHHs JiarHOCTHKA J1a€ MOYUTHBICTh YCITIIIHO JTi-
arHOCTyBaTH IMyXJIMHW Ha PaHHIA CTajil IXHROTro yTBOpEHHs. J[isi migBUIIEeHHS ePEeKTHBHOCTI
IIbOT'O MPOIIECY CyYacHa MEIUIIMHA TIOTpeOye MOETHAHHS TaKOi 3aTaIbHONPHIUHATOL 11ar HOCTUKH,
sIK Mamorpadisi, 3 HOCUMUMH MPUCTPOSIMU TS IIIOJICHHOTO MOHITOPUHTY CTaHY 370pOB’sI KIHKH.
Tomy chOroHi ay’ke BaXKJIMBO MOETHYBATH HOBI TEXHOJIOT1, TaKi SK CIIEIialbHi IPUCKOPIOBaYi i
PO3YMHI MPOTpaMU JIJIsl aHATI3Y TaHUX, JIJIsl CTBOPEHHSI OS3MEUHIIINX MEMYHUX PIIICHb.

IlocTanoBka nmpod/emMu. 3BHUaiiHi METOIU AIarHOCTUKHM MArOTh KijibKa HeaomikiB. Ha-
MIPUKJIAJ], TAKUH METOJI IIaTrHOCTHKH, SIK Mamorpadisi, 3a3Budail poOIsaTh Juie pa3 Ha pik. Ta-
KUM YHHOM, 3QJIUIIAETHCS BETUKUN MPOMIKOK Yacy, IiJl 9ac sIKOTO paKk MOKe pO3BHBATHCS He-
MOMITHO. 3 1HIIOTO OOKYy, Cy4YaCHI CHCTEMH, IO BHUKOPHUCTOBYIOTh IITYYHHUH 1HTEJICKT,
noTpeOyIOTh BETUKUX OOUUCIIIOBATIBHUX MOTYKHOCTEH. SIKIII0 ONTUMI3yBaTH TaKy CUCTEMY Ta-
KUM YHHOM, 11100 BOHA MOTpedyBajia MEHIINUX NOTYKHOCTEH, 11€ J03BOJIUTh BUKOPUCTAHHS ITPO-
CTHX MPHUCTPOIB /U1 MOHITOPHHTY 33 CTAHOM 3JI0pOB’S y peaJIbHOMY Yaci.

AHaJi3 ocTaHHix aocaigkenb. CydacHi JOCHTIHKEHHS MPUCBSIYCHI TAKMM HAMPSIMKaM, K
inTepHer peueir (IoT), IIUIIC sk mnpuckopioBau Ta BukopuctanHs WEKA (Waikato
Environment for Knowledge Analysis) mist anaimizy naHux.

VY cratTi [ 1] aBTOpU AOCHIHKYIOTH BUSBICHHS paKy MOJIOYHOI 3aJ103H 32 JIOTIOMOTOI0 Tep-
MorpadiuHuX 300pakeHb. TakuM YMHOM, BOHH OMUCYIOTH MOMYJIIPHUANA METO/I Bi3yaumi3altii -
arHOCTUKHU PaKy MOJIOYHO] 321031 — MaMorpadiro, BUKOPUCTAHHS SKOTO HE 103BOJISIE BUSABISITH
3aXBOPIOBaHHS Ha PaHHIN CTajail. ABTOpU NMPOTIOHYIOTh BUKOPUCTAHHS 1H(PpauepBOHOT TEpMO-
rpadii K HOBY TEXHOJIOTIIO JUIs BUSIBJICHHS 3JI0KICHUX 3aXBOPIOBAaHb HA PaHHIM cTaii.

ABTopH cTatTi [2] IPOMOHYIOTh BUKOPUCTOBYBATH ISl IOCTIHHOTO MOHITOPUHTY 370POB’ S
pimenns Ha ocHOBI FPGA, a came mozemi Xilinx Spartan-7, sika 3a pe3yJbTaTaMu iX JOCIiIKESHHS
MIPOJIEMOHCTPYBaIa BUCOKY €HEProe(eKTHBHICTD, 110 J03BOJIAJIO MOJOBXKHUTH Yac poOOTH CHC-
TEMH Ta TEPMIH CITy>kOu Oarapei, a TaKoXk MPOBENU MOPIBHAHHS iX CUCTEMH 3 aHAJIOTTYHUMH, ajle
Ha 0a31 MIKPOKOHTPOJIEpiB. TaKUM YMHOM, aBTOPH JIHIIIIH BUCHOBKY TIPO OUTBINY €(hEeKTUBHICTD
Ta MPOITYCKHY 3AaTHICTh CUCTEMH, IO JOCIIKYBalach.

Crarr [3] mpucBsiyeHa METO/IaM 1HTEJIEKTYJIbHOTO aHaJIi3y, Ki BUKOPUCTOBYIOTHCS JUIs aHa-
T3y JaHUX, OTPUMAHUX 3 HOCUMHX IIPUCTPOIB. Y Hil ONUCYETHCS BUKOPUCTAHHS aKaJIeMivHOTO
Ha0OPY JIaHKX PO paK MOJIOYHOT 33103 JUTS TIPOBEICHHS IHTENIEKTYAIbHOTO aHAIli3y JaHUX B 3a-
crocynky WEKA. KpiMm Toro, y Hiif OMHCY€ETHCS ONTUMI3ALIIS TaHUX 32 JTOTIOMOTOFO ITOTIEPETHBOT
00pOOKHM Ta BUITyUSHHS MAJTO3HAUYIIMX O3HAK ITEpe/] TOYAaTKOM aHalli3y. Pe3ynbraTu JoCiiKeHHs
JEMOHCTPYIOTh, 1110 Kinacudikarop jgiHuBoro IBK k-NN moxke nocsrru Tounocti 98 %.
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VY crarti [4] po3TAsaat0ThCS TPYAHOIT aHATI3Y MEIUYHUX 300pa’keHb, TaKi SIK: BUCOKI 00-
YHCIIOBAIbHI BUMOTH Ta 3aTPUMKa MOJIeJIel TTIMO00KOro HaBYaHHS y MEIUUHIN Bizyamizamii. Y
CBOil poOOTI aBTOPH MPECTABIAIOTH arnapaTHuid mpuckopoBad FPGA 3 BUKOpHCTaHHSIM CHUC-
TemMH Ha Kpucrani Zynq XC7Z020.

Crarts [5] onucye anaparHy peaiizaiiio ABOX IPUCKOPIOBAYIB ISl IBOX aJIbTEPHATUBHUX
aJTOPHUTMIB Bi3yasisarlii, ki aBropu oTpumanu 3i crenudikamii SystemC. Ilepmmii moB’s3a-
HUI 3 KOMYHIKaIli€l0, 1 BUMArae MepeKpuTTs Ta KOHBEEPHOI 0OpOOKH, a IpyTuil — 3 00YHCIICH-
HSIMH Ta BUKOPUCTOBY€ CKJIaHI MaTeMaTHYH1 QyHKITI1.

VY nocnimkenHi [6] po3pobieHo HaaiiHUI MeToa Kiacu(ikalii paky MOJIOYHOT 3aJI03H ITi[
Ha3Boro Shepherd Ha ocHOBI mTyuHOTO 1HTENEKTY Crow. [jis BUOOpY HalKparmx MapuipyTiB
aBTOPY BUKOPUCTOBYBAJIM O€31MeYHy 00poOKy MapiipyTiB 3 Bukopuctanasm FACS.

VY crarTi [ 7] aBTOpHU TaKOK BUKOPUCTOBYBAJIH anapatHuil npuckoproBad FPGA Ha kpucrtai
Zynq XC7Z020, sik i aBTOpH cTaTTi [4], ane BuKoprcToByBaiu 3 npouecopoM ARM Cortex-A9.

V crarTi [8] miACyMOBYIOTH pe3yibTaTi PO3rOpTaHHA MOJIENi Ha Pi3HUX 00UMCIIIOBATIBHUX
MPUCTPOSX 13 BUKOPHUCTAHHSIM THOOKOoTro HapuaHHs 3 FPGA. ABTOpH BKIIOYIIIM y CBOIO PO-
00Ty OIIIHKY MPOXYKTUBHOCTI MOJIENIl, IPOIYCKHY 3[aTHICTh Ta MOPIBHSIHHS 3aTPUMKH 3 pi3-
HUMH PO3MipaMu MaKeTiB. Y pe3yabTaTi TOCIIAHUKN AU BUCHOBKY, 1110 FPGA € HalG1abImn
NPUIATHAM JJIsI BAKOPUCTAHHS SIK MPUCKOPIOBAY ITHOOKOTO HABUAHHSI.

Buninennsi He1oC/IiI:KeHUX YaCTHH 3arajibHoi npoodaemu. HenocmipkeHOI YaCTUHOIO
€ CTBOPEHHS CUCTEMH, sIKa OyZie MO€IHYBATH Pi3HI TEXHOJIOTII. Take moeIHaHHA T03BOIHUTH 3PO-
OWTHU NIIarHOCTUKY JTOCTYTHIIIOK, YacTIIIOK, TaKoo, sika 6 He moTpedyBaja BEIUKUX 004YHC-
JIIOBAJIbHUX MOTY>KHOCTEH.

Merta nocJiazKeHHsI — CTBOPUTH €EeKTUBHY, IOPTATUBHY CUCTEMY ISl TIaTHOCTUKH PaKy
MOJIOUHO] 3a71031, BUKOpucToBYtoun noennanus IUJIIC, [oT Ta ananizy qaHux 3a JOIOMOTOIO
nporpamu WEKA.

BuxkJan ocHoBHOro marepiaJy. [IporpamoBaHa joriuna iHTerpajibHa cXema — 1€ pHUCT-
piii, SIKUH MOXKHA HaJIAIITyBaTH HABITh MICJIsl HOTO BUTOTOBIICHHS. Lle poOUTh HOro aysKe THY-
YKHUM 1 I03BOJISIE TIIBUAKO 3MIHIOBATH 200 OHOBJIFOBATH HOTO (PyHKIIII.

VY 3anponoHoBaHiil cucTemi nepeadadaeTbCcs podoTa 31 3HAUHUMH 00’ €MaMU JaHUX, TOMY
Bukopuctanus [IJIIC e igeanpHOI0 623010 [UIs ii CTBOPEHHS, OCKUIBKH JI03BOJISIE TTApajIeIbHO
BUKOHYBAaTH JICKiJIbKA OTepalliii Ta MBUIKO 0OpOOsSTH BeluKi oOcsiru qanux. Kpim Toro, 3Ha-
YHOIO NEPEBArol0 € THYYKICTh MapaMeTpiB, 0 Ja€ MOXIUBicTh HanamrtyBatu [IJIIC nis Bu-
KOHAHHS KOHKPETHHUX 33/a4.

Takum uMHOM, 3aIPONIOHOBaHA CUCTEMa CKJIAJIA€ThCS 3 KUIBKOX OCHOBHUX YaCTHH: OJIOKa
300py JaHUX Bijl CEHCOPIB, OJOKY MONIEPEIHbOI 0OPOOKH CUTHAIIB, MO/l CTUCHEHHS 300pa-
KEHb, KOHTpoJIepa iHTep(eciB 3B’ 3Ky Ta MOAYJIS NepeJaBaHHs JaHuX y 3acTocyHOK WEKA.
Jns 1i peamizanii BUkopucTOByeThes miara Xilinx Spartan-7 y cepenosumii Vivado Design
Suite. OcHoBHa sorika onucana MmoBoro VHDL, a 11t B3aemoii 3 ceHcopaMu Ta IiepeiaBaHHs
nanux 3actocoBaHo rotoBi [P-sapa mins UART ta SPI. Cencopu 3’emnani 3 IJIIC uepes mi
iHTepdelicu, a mepenada pe3yynbTariB 3iHCHIOEThCS Yepe3 Monyib ESP8266. Moxynb cTuc-
HEHHSI pe3yJIbTaTiB peasizoBanuil 3a nonomororo anroputmy JPEG-LS, skuii 1o3Bosie 3MeH-
IIUTH 00CIT MEJUYHUX 300pakeHb 0e3 BTpaTu BayKIMBHX JI€TaJICH.

[HImUMM cioBamu, anropuT™ poOOTH 3alpPONOHOBAHOT CUCTEMH IPAIIOE TAKUM YHHOM.
Konu marieHT BUKOPUCTOBY€E CUCTEMY, JaTUYUKK 30MpatoTh iHpopMaiiro. L{s indopmariis cro-
yatky HagxonuTh a0 I1JIIC, sika ii o6po6ise. I1JIIC 3marHa BukoHyBaTu 6araTo orneparii of-
HOYACHO, [0 POOUTS 11 1/1eaIbHOIO IS IBUAKOI 0OpOoOKHM BenmukuX AaHuX. Ilicis mporo maxi
BIZIIPABIIAIOTHCSA A0 0a3M JaHUX, a MOTIM HOTparusAoTh y nporpamy WEKA nis mopansioro
a”anizy (puc. 1).
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Puc. 1. Cxema pooomu I1JIIC cucmemu
JIxepero: po3poOIeHO aBTOPOM.

Taka cTpyKTypa poOUTH CUCTEMY IIBUAKOIO, TA€ 3MOTY OOpOOIATH IaHi mapaienbHO i He
MepeBaHTaXy€e IEHTPATbHUM Tporiecop. Came ToMy IS i€l 3a7a4i JOMUIBHO 3aCTOCOBYBATH
FPGA, a He 3Bu4aitanii MikpokoHTposep uu DPS-mipornecop.

CrTucHeHHs 300pakeHb PaKy MOJOYHOI 32J103M1.

IcHye 6e3mi4 anropuTMiB IS CTUCHEHHS 300pakeHb, TaKuX fK: jpeg, jpeg 2000, jpeg-Is,
webp, deep learning lossy compression. [Ipore mist Mequ9IHHX MiJeH Kpaie 3aCTOCOBYBAaTH
AITOPUTMH, SKI CTHCKAIOTh AaHi 0e3 BTpaT. MenudHi 300pakeHHsI MOXKYTh MICTHTH JpiOHI
CTPYKTYpH, BTpaTa IKUX MOXE MPU3BECTH JJO HEKOPEKTHOTO aHAI3Y.

Tabauysa 1 — Bioomocmi npo arcopummu cmucHeHHs

Tun . Buxkopucranus
Aaroputm IlepeBarn Henonikn .
CTHCHEHHSI B MeIUIAHI
CwibHI apTedakTH Iii
pred A BukopucroByeTbes
. . 4yac BUCOKOT'O CTHC-
JPEG 3 BTpaTaMu IIpocTuit, mBUAKKUHA HEYacTo 4epes3 BTpary
HEHHSI, [IoraHa podoTa . .
JpiOHUX peTanen
3 JeTSIMU
be3 Brpar / Bucoka sikicTs, mia- [Mupokxo BUKOPUCTO-
JPEG 2000 3 perynboBa- | tpumka ROI, Buco- | Bumia obuncmioBansna | Byerscst DICOM, oco-
HUMH BTpa- KAM JUHAMIYHAR CKJIAIHICTH OJIMBO IUII MEIVMYHUX
TaMHu JianazoH 300pakeHb
Bucoka mBuakicts o
be3 BTpar / .7 | Menm eeKTHBHUM TS
N HU3bKa CKJIATHICTB, BukopucToByeTsCs y
JPEG-LS Maibke 6e3 JTy’Ke TEKCTYpOBaHUX o s . c
no0pe CTHCKae MEIMYHIN Bizyamizamii
BTpaT . . 300pakeHb
rIaaKi obmacti
. [ToTpebye Benmukux Ha- IlepcriekTuBHMI Ha-
Deep Learning 3 amanTuB- AnanrtuBHe 30epe- peoy p
0OpiB JaHWX, CKJIa]I- MPSIMOK JIJIs1 30epe-
Lossy HUMH KCHHS BOXKIIMBUX . L
. HICTB peayti3alii, e He | >KEHHs KIIOYOBHX Jie-
Compression BTpaTaMu CTPYKTYD .
€ CTaHJaPTOM TaJiei y 300paxeHHIX

Jlxepesno: po3poOICHO aBTOPOM.

Jlnst mopiBHAHHS €(DEKTUBHOCTI aNropuTMiB OyJI0 B3ATO 300pa’keHHS PaKy MOJIOUHOI 3a-
JI03H, PE3yJIbTATH KO HaBeACHI B TaOIMII 2.
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Tabnuys 2 — CmucHeHHs: 300pasxicenHst pi3HUMU AIROPUMMAMU

. JloBxkuHa JloBxxuHa cTUCHE- Koeditient
Meron Opurinan psinka (0iTn) CrucHenns pajka HOTo psijika (0ith) CTHCHEHHS
11001110 10101100
10101001 00110100
JPEG 7 10100110 01101001 36 1,26
00101110
11001100 11100110 01011001
JPEG 2000 10101110 71 10100110 01100110 42 1,69
11001010 0100110110
11001100 10101100
11001010 10100110
JPEG-LS 11001010 71 01001101 36 1,97
11001010 00101001
11001010 1010
1100101 10011010
Deep Learning 00110010
Lossy 71 11001100 36 1,97
11000100
1010

Jlxepeso: po3poOICHO aBTOPOM.

AHaJi3 nanux 3a nonomororo WEKA.

Jlnst ekcniepuMenTy B 3acTocyHKy WEKA 3 BikpuToro foctyiy 0yi1o B3sTo Halip JaHuX, K1
MICTSITB Pi3Hi ()i310JIOTIYHI TOKAa3HUKH Ta iXHIM 3B 30K 3 HASBHICTIO a00 BiJICYTHICTIO paKy MOJIO-
YHOI 3aJI03H.

VY nepuomy ekciepuMeHTi i1t o0y 0B Mozen 0yio 3actocoBaHo RandomForest, sikuit
CTBOPIOE PIIICHHS HAa OCHOBI 0araThoX JEpeB, IO 3a0e3Medye BUCOKY CTIMKICTh 1 TOUHICTb.
AHai3 nIpoBOaUBCS Ha HaOOpi maHuX 13 596 mpukianis i 32 atpuOyTamMu 3 BUKOPUCTAHHIM
JECATHKPATHOT KPOC-BaiAamlii yTst i ABUIIICHHS HAIIHHOCTI OI[iHKH.

© Weka Explorer — m] X

Preprocess Classify Cluster  Associate  Select attributes  Visualize

Classifier
Choose | orest -P 1001100 Tots 1-K0-M 1.0- 0.001 -5 1
Test options Classifier output

tractal_dimension_se

() Use training set :
radius_worst

(O Supplied test set Set... texture_worst

(®) Cross-validation Folds | 10 perimeter_worst

~ -~ a1 area_worst

(O Percentagesplit % | 66 .

b smoothness_worst

More options... compactness_worst
concavity_worst
(Num) compactness_worst v concave points_worst
Symmetry_worst
| Start Stop fractal_dimension_worst
g - - Test mode: 10-fold -validat:

Result lst (right-click for options) Al Re N m )

11:5%:37 - trees.RandomForest == Classifier model (full training set) =

11:57:14 - trees.RandomForest

11:58:37 - trees.RandomForest RandomForest
Bagging with 100 iterations and base learner
weka.classifiers.trees.RandomTree -K 0 -M 1.0 -V 0.001 -S 1 -do-not-check-capabilities
Time taken to build model: 0.22 seconds
=== Cross-validation ===
=— Summary =—
Correlation coefficient 0.9157
Mean absolute error 0.0053
Root mean squared error 0.0077
Relative absolute error 39.1832 %
Root relative squared error 42.4013 %
Total Number of Instances 569

Status

oK | Log < x0

Puc. 2. Ilobyoosa mooeni 3 32 ampubymis
JKepeno: po3pobIeHO aBTOPOM.
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OTpumaHi pe3yJabTaTH CBIYaTh MPO BUCOKY SKICTh Moneni. KoedimieHT Kopensii cTaHo-
BuTh 0,9157, 1m0 BKa3ye Ha CHIIbHUH 3B’SI30K MK MPOTHO30BAaHUMHU Ta (PAaKTUYHHUMH 3HAYCH-
Hsamu. Cepennst abcomoTHa noxuoOka nopiBHioe 0,0053, a KOpiHb CepeTHbOKBAAPATUIHOI T10-
xubku — 0,0077, 1110 1eMOHCTPY€ HU3bKHIA PIBEHb BIIXMICHHS IPOTHO31B BiJl pealbHUX JaHUX.
BinnocHi 3HaueHHst moxubok 39,18 % 1 42,40 % Takox MiATBEPHKYIOTh MPUUHATY TOYHICTD
npu po6oTi 3 GaraTopiBHEBUMHU MEAMYHUMH MTOKa3HUKaMH (puc. 2).

VY npyromy ekcriepuMeHTi OyB BUKOpHCTaHU# HaOIp, 1o MicTuB 569 npukianis ta 31 arpu-
OyT (yci, kpim ineHTrdikaTopa namieHTiB). OiHIOBaHHS TaKOX IMPOBOAMIIOCS 3a IOTIOMOTOO Jie-
CATUKpATHO1 Kpoc-Bamiaamii. [[poro pa3y pe3ynbraT aHaizy MmokKa3ajad BHCOKY TOYHICTH MPO-
raHo3yBaHHs. KoedimienT xopemsimii ckiaB 0,9159, mo Bka3ye Ha ayke CHIIBHUN 3B’S30K MiXK
(dakTrnuHUMH Ta nependadeHnMHU 3HadeHHAMH. CepenHs abconmoTHa noxuoka nopisHioe 0,0052,
a KOpiHb cepenHbokBaapaTnaHoi moxuoku 0,0076, M0 CBiTYUTH PO MiHIMAIbHE BIIXHICHHS
MPOTHO31B BiJl peaTbHUX JaHUX. BITHOCHI MOKa3HUKHU MOXUOKH TAKOXK 3TUIIHINCS HU3bKUMU
38,46 % 142,20 %, mo miaTBepaKye CTaOUIBHICTD pOOOTH anroputmy (puc. 3).

& Weka Explorer - (m] X

Preprocess Classify ~ Cluster  Associate Select attributes  Visualize

Classifier

Choose ; -P 100 -1100 1-K0-M1.0-¥0.001-S1

Test options Classifier output

tractal_dimension_se

() Use training set

() Supplied test set Set...

(® Cross-validation Folds | 10

() Percentage split % | 66

More options...

(Num) compactness_worst

radius_worst
texture_worst
perimeter_worst
area_worst
smoothness_worst
compactness_worst
concavity_worst

v concave points_worst

Symmetry_worst
fractal_dimension_worst
10-fold cross-validation

Start Stop

Result list (right-click for options) Jest podes

[ 11:55:37 - trees.RandomForest ]

11:57:14 - trees.RandomForest

11:58:37 - trees.RandomForest

== Classifier model (full training set) ===

RandomForest

Bagging with 100 iterations and base learner

weka.classifiers.trees.RandomIree -K 0 -M 1.0 -V 0.001 -S 1 -do-not-check-capabilities

Time taken to build model: 0.21 seconds

== Cross-validation ==
= Summary =—

0.9159
0.0052
0.0076

Correlation coefficient
Mean absolute error
Root mean squared error
Relative absolute error 38.4649 %
Root relative squared error 42.2028 %
Total Number of Instances 569

S(E;tus 7'-09; £ x0
Puc. 3. Ilobyoosa mooeni 3 31 ampubyma
JKepeno: po3pobIeHO aBTOPOM.

[Tix 9ac BUKOHAHHS TPETHOTO EKCIIEPUMEHTY Ha IMOYaTKy poOOTH MPOBEAESMO aHaJIi3 TaHMX
3a noromororo metory CFsSubsetEval y moennansi 3 momrykom Best First. Takum unnOM, Oy710
B1/1i0paHO HAMOUIBII 3HAYYII aTPUOYTH 3 TOYATKOBOTO HAOOPY, IO CKIaaaBcs 3 32 MOKa3HU-
KiB 1 596 npukmaniB. Y pe3yibTati mepeBipku 295 MOXKIMBUX KOMOIHAIlINA 03HAK OyJI0 BU3HA-
YeHO ONTHMAJIbHY MiIMHOXHHY 3 6 aTpuOyTiB, sfika Ha/ana BUCOKUN PIBEHb Y3TOJKEHOCTI 3
[[IThOBOIO 3MIHHOIO MTOKA3HUKIB IPUIATHOCTI Ha piBHI 0,846.

Jlo BiiOpaHMX XapaKTEepUCTHK yBIHIIIN: smoothness mean, fractal dimension mean,
compactness_ se, fractal dimension se, smoothness worst Ta compactness worst (puc. 4).

Le cBiquuTh TIPO TE, IO CaMe IMapaMeTpH, OB sI3aHi 3 TIIAKICTIO MOBEPXH1 KIITHH, KOMIIa-
KTHICTIO Ta ()paKkTaIbHUMHU BUMiIpaMH, MatOTh HalOLTBIINIA BIUTMB HAa BU3HAYCHHS CTaHY 3pa3KiB.
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© Program Weka Workbench = o X

_» Q) Preprocess € Classify €) Cluster €) Associate &) Select attributes € Visualize € Experiment € Data mining processes ) Simple CLI
Attribute Evaluator
| Choose [CfsSubsetEval -P 1-E1 ]

Search Method
[ Choose [BestFirst-D1-N5 )

Attribute Selection Mode Attribute selection output
(®) Use full training set concavity_worst
O Cross-validation ~ Folds | 10 concave points_worst

Seed | 1 symmetry_worst

fractal_dimension worst
Evaluation mode:  evaluate on all training data
No class v
Start Stop

Result list (right-click for options) = Attribute Selection on all input data ==

10:51:56 - BestFirst + CfsSubsetEval
Search Method:
Best first.
Start set: no attributes
Search direction: forward
Stale search after S node expansions
Total nurber of subsets evaluated: 295
Merit of best subset found:  0.846

Attribute Subset Evaluator (supervised, Class (numeric): 32 fractal _dimension worst):
CFS Subset Evaluator
Including locally predictive attributes

Selected attributes: 7,12,18,22,27,28 : 6
smoothness_mean
fractal_dimension_mean
compactness_se
fractal_dimension_se
smoothness_worst
compactness_worst

Status

oK | Log P

Puc. 4. Busnauenns onmumanibHoi RIOMHONCUHU
JIxepeno: po3po0IeHO aBTOPOM.

L1i pe3ynbTaTH MOKa3yloTh, 1110 HABITh 32 YMOBU 3MEHIICHHS KIIBKOCTI BXIIHUX JTAaHHUX J0
HEBEJIMKOT MiIMHOKUHU MOXKHA 30€perTH BUCOKY TOUHICTh aHAIII3Y.

VY HacTymHOMY eKCHEepUMEHTI Uil moOynoBu Mozeini Oyno 3actocoBaHo RandomForest,
MPOTE 3MEHIIICHO KUIBKICTh BXIJHUX TaHUX aTpuOyTiB. 3aMicTh 32 aTpuOyTiB 3aIMIIECHO JIHIIIE
6 HAWOIBII 3HAYYIIUX MOKAa3HUKIB. TakWil MiaXia AO3BOJIUTH MEPEBIPUTH, K BiAOIp O3HAK
BIUTMHYB Ha SKiCTh MTPOTHO3YBaHHS.

Pe3ynbraTn mokaszaim, 1o TOYHICTh MOJIEII 3HU3WIACH TIOPIBHSIHO 3 TTOBHUM Ha0OpOM Ja-
Hux. Koedirient kopensuii cranosus 0,8141, 110 Bkazye Ha 1OCTaTHRO CUIIBHUI, aJie BXKe CJia-
Ommii 3B’30K MK (DAKTUYHUMU Ta MPOTHO30BAaHUMHM 3HaueHHsIMHU. CepenHs a0Co0THA T10-
xuOka 3pocia 10 0,062, a kKopiHb cepeHbOKBaApaTn4Hoi moxudku 1o 0,0913, mo Bigobpaxae
BUIIIMN PiBEHb BIIXWJIEHb. BITHOCHI MOKa3HUKN MOXUOKHU Takox 3pociu 51,63 1 57,90 %, mo
CBIIYUTH MPO BTPATy YACTUHU iH(POpPMAIIil TPU CKOPOUCHHI YHCIa O3HAK (pHC. 5).

€ Weka Explorer - o X

Preprocess  Classify  Cluster  Associate  Select attributes  Visualize

Classifier
Choose [RandomForesl -P 100 -1 100 -num-slots 1 -K 0-M 1.0 -V 0.001 -S 1

Test options Classifier output

O Usetraining set Schenme: weka.classifiers.trees P 100 -I 100 -num-slots 1 K 0 -M 1.0 -V 0.001 -5 1

O Supplied testset o Relation: data-weka.filters T5ea attrAbate R -R1-weka.filt 4 R
R Instances: 569

® Cross-validation Folds | 10 [l &

(O Percentagesplit % | 66 smoothness_mean

| fractal_dimension_mean
compactness_se
fractal_dimension_se

More options...

(Num) compactness_worst v e ST
‘ compactness_worst
st | Stop Test mode:  10-fold cross-validation

Result lst (right-click for options)
11:55:37 - trees RandomForest == Classifier model (full training set) =

- trees.RandomForest
RandomForest

11:58:37 - trees.RandomForest

Bagging with 100 iterations and base learner
weka.classifiers.trees.RandomTree -K 0 -M 1.0 -V 0.001 -S 1 -do-not-check-capabilities
Time taken to build model: 0.13 seconds

== Cross-validation ===

== Summary =

Correlation coefficient 0.8141
Mean absolute error 0.062
Root mean squared error 0.0913
Relative absolute error 51.6313
Root relative squared error 57.9047 %
Total Number of Instances 569

Status

oK _log | < x0

Puc. 5. Ilobyoosa moodeni 3 wecmu ampubymis
JI>Kepeno: po3pobIeHO aBTOPOM.
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AHai3 TpboX Kiacu@ikalliii TOBHOTO HA0OPY TaHWX Ta CKOPOYCHUX HABEICHO B TaOI. 3.

Tabnuys 3 — Ananiz ycniwnocmi memooie kiacugikayii

Bapiantu Mmonenei Correlation coefficient MAE RMSE RAE (%) RRSE (%)
Yci 32 arpudytu 0,9157 0,0053 0,0077 39,18 42,40
6 atpubyTis 3 32 0,8141 0,0620 0,0913 51,90 57,90
31 atpuoyr (6e3 ID) 0,9159 0,0052 0,0076 38,46 42,20

JIxxepeno: po3po0IIEHO aBTOPOM.

BucHoBku. 3anpononosane noegHanns rexuonorii IIIC, [oT ta anamnizy 3a nonomororo
3acrocynky WEKA wmae Benukuii motermian. Takuii miaxia T0moMOoKe TOJTINIIUTH CBOEYACHE
JiarHOCTYBaHHS paKy MOJIOYHOT 3aJI031 Ha paHHii cTaii. Y Xoai gociikeHHs 0yiio 3po0ieHo
HOPIBHSHHS YOTUPHOX AJITOPUTMIB JUI CTUCHEHHS MEIMYHUX JIaHUX, @ caMe 300pakeHb paKy
MOJI04HOi 3ano3u. IlopiBHSAHHS OJHOro 300pak€HHsS JO3BOJIMIIO BUSBUTH, IO aJITOPUTMHU
JPEG-LS Ta Deep Learning Lossy nponeMoHCTpyBaJId OHAKOB1 pe3yJIbTaTH, KOS(IIIEHT CTH-
cuenns 1,97. Tlompu Te, 110 aBa aNTOPUTMH MPOJEMOHCTPYBAJIM OJHAKOBI pe3yinbratu, Deep
Learning Lossy He € cranmaprom DICON. He3Bakatouun Ha 11, anroputM Deep Learning Lossy
Ma€ BEJIMKHUNA MOTEHIaJ Y 3aCTOCYBaHH] ISl MEANYHUX JTAHUX.

ITpoBenena kimactepusaiiis 3a qornomororo 3actocynky WEKA. Jlns knacrepusanii Ta Bij-
00py KIIFOYOBUX O3HAK Oyi10 B35TO HAa0Ip AaHUX, SIKUM MICTHTH 569 npukianiB Ta 32 aTpulbyTH.
Byno BukoOHaHO TpH KJIacTepHU3allii: TOBHOTO HAOOPY JaHUX, HA0OPY AaHUX 13 BUIAJICHUM 17e-
HTU(IKATOPOM MarfieHTa Ta HabopoOM, SIKHI CKIIAA€ThCS 3 TUX aTpHOyYTIB, K1 OyJI0 BiiOpaHO
3a monomoroto CFsSubsetEval y moennanni 3 nmomrykom Best First 3 mouarkoBoro mHabopy. Mo-
’KHa 3pOOHMTH BHCHOBOK, III0 XOua KJIacTepH3allisl BiiOpaHUX O3HAK IMOKa3ajia HEMOTaHUH pe-
3yJbTaT, BCE OJHO BiH BUMAarae JOOMpaIlOBaHHs y nmofanbinii npami. Knacudikaris, sixka mic-
tuina 31 arpubyt, mporeMoHCTpyBana koedimienT xopemsamii 0,9159, mo € noGpum
pe3ynbraroM. Takox OyJ10 MmiITBEPKEHO, 10 aTpUOYT 3 HA3BOIO «iAEHTH(IKATOP MAIiEHTa)» HEe
Hece B co01 KOpUCHOI 1H(opMaItii 1y aHami3y.

3asBa npo BukopuctanHs reveparuBHoro LI ta Trexnosorii
Ha ocHoBi LIII B mpoueci HanuCaHHA TEKCTY CTATTI
ITig yac HamucaHHs 1bOTO Martepiany aBTop BukopuctoByBaB ChatGPT mna ynopsiaky-
BaHHS TyMOK CTOCOBHO MOCTaHOBKH mpoOiemu. [Ticiis BUKOpHUCTaHHS IBOTO IHCTPYMEHTY/cep-
BICy aBTOp MEPETJISIHYB Ta BiJlpearyBaB 3MICT 3a MOTpeOH 1 B3AB Ha ceOe MOBHY BiJINOBIIaNIb-
HICTb 3a 3MICT IyOJTiKarii.
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BREAST CANCER DIAGNOSTICS: 10T SYSTEM WITH FPGA
AND WEKA ANALYTICS

Breast cancer remains one of the most common diseases among women. Timely diagnosis will help reduce mortality rates
and reduce treatment costs, as the longer the disease remains undiagnosed, the cost of treatment increases more. The article
proposes an approach to creating a portable device based on the FPGA system. This device can be used at home, without the
need to make an appointment with a doctor once more. A comparative analysis of four image compression algorithms was
made. When compressing the same image with different algorithms, the best result was achieved using JPEG-LS and Deep
Learning Lossy. Compression coefficient scores were 1,97. It should be noted that compression algorithms with large losses
will not give the desired result, since there is a chance to lose an important part of the image for a correct diagnosis. The
WEKA application was used for data analysis. The first study was conducted on a complete data set of 596 examples and 32
attributes. The analysis was carried out using the RandomForest algorithm with tenfold validation. The results demonstrated
high efficiency: the correlation coefficient was 0,9157, the mean absolute error— 0,0053, and the root of the mean square error
—0,0077. The second experiment consisted of 596 instances and 31 attributes (without patient ID). The result obtained was
more accurate. The correlation coefficient is 0,9159, the mean absolute error is — 0,0052, and the root of the mean square error
is — 0,0076. The third experiment differed from the previous ones. Before starting clustering, a search was performed for the
attributes that have the greatest value. Using the CFsSubsetEval method in combination with the BestFirst search, 6 attributes
were selected from the initial dataset. These indicators included indicators: smoothness_ mean, fractal dimension_ mean,
compactness_se, fractal _dimension_ se, smoothness_worst and compactness_worst. As a result of using a set of 6 attributes,
the accuracy of the model decreased, but still remained high enough, which indicates the possibility of maintaining the accuracy
at a sufficient level even with a reduced amount of input data.

Keywords: FPGA; WEKA; information technology; image compression; jpeg-Is.
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