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DESIGNING A SOFTWARE PLATFORM FOR OPERATIONAL MONITORING  
OF WATER RESOURCES BASED ON THE INTERNET OF THINGS 

The relevance of this study is driven by the critical damage to water supply infrastructure in the de-occupied territories 
of Ukraine, which creates acute risks of anthropogenic contamination of water resources and highlights the inefficiency of 
traditional monitoring methods.  

The core problem lies in the absence of an integrated software platform capable of ensuring the rapid and reliable 
collection, transmission, and analysis of data under unstable connectivity, enabling quick deployment, and integrating with 
emergency response systems.  

The aim of this article is to develop and substantiate the conceptual architecture of a specialized software platform based 
on the Internet of Things (IoT), adapted to these challenges.  

The study proposes a detailed four-layer architecture, comprising a sensing layer with a modular design for monitoring 
specific threats (heavy metals, petroleum products), a network layer employing a hybrid approach (LPWAN/4G) and the MQTT 
protocol to ensure guaranteed data delivery, a data processing and storage layer based on cloud services, an MQTT broker, 
a machine learning module, and a multi-model data repository, and an application and presentation layer that integrates a 
web dashboard, mobile applications, an alerting system, and APIs for system integration.  

The conclusions indicate that the proposed architecture provides a foundation for developing a fault-tolerant and scalable 
platform, enabling a shift from reactive to proactive environmental safety management, supporting informed real-time decision-
making, and promoting the sustainable recovery of affected territories. 

Keywords: Internet of Things (IoT); operational monitoring; water resources; de-occupied territories; environmental 
safety; software platform architecture; fault tolerance; autonomous sensors. 

Fig.: 3. Table: 2. References: 27. 

Relevance of the research. The ongoing military actions in Ukraine have caused critical 
damage to water supply infrastructure and wastewater treatment facilities, creating acute risks 
of technogenic contamination of water resources [1]. The situation in the Seym River basin 
vividly illustrates the extent of this environmental vulnerability. According to official data [2], 
there has been a significant deterioration in water quality: the chemical oxygen demand (COD) 
has risen to 104,2 mg/dm³ (with the standard limit being 30 mg/dm³), the concentration of am-
monium nitrogen has exceeded the permissible threshold, and the level of dissolved oxygen has 
dropped far below the critical minimum. 

These conditions expose fundamental shortcomings of traditional monitoring methods based 
on periodic sampling. Among them are: the considerable time lag between an incident and its 
detection, caused by logistical constraints and the duration of laboratory analyses; the low spati-
otemporal resolution, which creates “blind zones” where short-term yet intense pollution events 
remain undetected; and, as a result, the predominantly reactive nature of control, which merely 
records pollution retrospectively and prevents timely measures to contain its spread. 

The above limitations highlight the urgent need to adopt a paradigm of operational (crisis) mo-
nitoring – intensive observation of natural systems in near real-time within environmentally stressed 
areas [3, 4]. The central goal of this approach is to ensure immediate response to emergencies, ena-
bling their effective containment, mitigation, and the minimization of adverse consequences. 

Accordingly, the relevance of this study lies in the scientific and technical justification and 
design of a specialized software platform based on the Internet of Things (IoT). This platform 
serves as a technological tool capable of implementing the principles of operational monitoring 

 P. S. Aartvork, O. V. Trunova, 2025 



ТЕХНІЧНІ НАУКИ ТА ТЕХНОЛОГІЇ № 3(41), 2025 
 

TECHNICAL SCIENCES AND TECHNOLOGIES 

297 

and ensuring the transition from delayed, reactive responses to proactive, data-driven manage-
ment of environmental safety. The development of a flexible, scalable, and fault-tolerant solu-
tion is critically important for the sustainable recovery of affected areas, the protection of public 
health, and the preservation of biodiversity. 

Problem statement. The core issue addressed in this article is the absence of a compre-
hensive software platform capable of effectively handling the tasks of real-time collection, 
transmission, storage, processing, and visualization of heterogeneous data from IoT sensor net-
works in the unstable environment of de-occupied territories. Existing systems are not designed 
to operate under crisis conditions and fail to meet three critical requirements: 

1. Fault tolerance under unstable connectivity. Damaged infrastructure demands that the 
platform be capable of autonomous operation with guaranteed data synchronization once com-
munication is restored – an essential condition for uninterrupted monitoring. 

2. Rapid and flexible deployment. Post-war conditions require “plug-and-play” function-
nality, enabling the swift deployment of new monitoring points without significant time or re-
source expenditures for integration. 

3. Interoperability with response systems. Monitoring data must be automatically and 
seamlessly integrated with the information systems of the State Emergency Service, local ad-
ministrations, and environmental agencies to support timely decision-making, unlike existing 
siloed solutions. 

Thus, the task is not to develop yet another monitoring system, but rather to design a spe-
cialized, adaptive architecture that meets the requirements of fault tolerance, rapid deployment, 
and seamless integration into a unified crisis management framework. 

Analysis of recent studies and publications. A review of current approaches to water 
resource monitoring indicates active adoption of digital technologies. In Ukraine, initiatives 
have emerged that are mainly focused on data visualization, such as the “e-Water” project [5] 
and systems built on the ArcGIS platform [6, 7]. At the same time, international experience 
demonstrates a shift toward integrated monitoring systems [8, 9]. However, most existing so-
lutions do not account for the specific challenges of operating in areas with damaged infrastruc-
ture, which underscores the relevance of this research. 

Most such platforms are based on a generalized three-tier architecture (data collection, pro-
cessing, and presentation) [8, 10, 11]. Yet, for crisis conditions, as emphasized by Ashraf U. et 
al. [12] and Poke B. [13], this is insufficient, since the reliability of data transmission becomes 
critical and requires detailed examination at each technological level. 

At the data collection level, the key challenges are energy efficiency and reliability. For 
instance, to reduce network load and improve responsiveness, Attallah N. A. [14] investigated 
the use of edge computing – primary data processing directly on sensor nodes. For transmitting 
such data over long distances, research by Pires L. M. [15] shows that LPWAN technologies 
(LoRaWAN, NB-IoT) are effectively applied. Moreover, to ensure guaranteed information de-
livery under unstable connectivity, studies by Ghosh D. et al. [11] confirm the effectiveness of 
the lightweight MQTT protocol due to its support for Quality of Service (QoS). 

Once the data reach the server, the challenges shift to efficient processing and storage. In 
particular, to manage large-scale data streams, Pacella M. et al. [16] highlight the use of scalable 
cloud frameworks. At the storage stage, Liu P. [17] substantiates the advantages of specialized 
time-series databases (TSDB), such as InfluxDB, while practical aspects of their integration with 
MQTT are discussed in EMQ Technologies [18]. Finally, for data analysis, Khattach O. et al. [19] 
propose the use of machine learning pipelines for real-time processing, whereas Shahid M. et al. 
[20] further advance this approach by developing predictive models for water quality. 
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Identification of unexplored aspects of the general problem. A critical review of existing 
solutions shows that they often fail to account for the unique combination of challenges essential 
for operational monitoring under crisis conditions. In particular, comprehensive research is lacking 
in the following areas: 

- Absence of architectural patterns that ensure uninterrupted data collection, data integ-
rity, and overall system fault tolerance under frequent connectivity disruptions. 

- Lack of models enabling flexible integration of new sensors on a “plug-and-play” basis, 
which is crucial for the rapid expansion of monitoring networks in environments with restricted 
access and high risks. 

- Existing solutions are limited to visualization, whereas what is needed is deep, seamless 
integration with the information systems of the State Emergency Service, local administrations, and 
environmental agencies to support automated decision-making. 

- No studies provide recommendations on the optimal combination of technologies (da-
tabases, message brokers) that best meet performance and reliability requirements for monitor-
ing tasks in crisis conditions. 

Research in the field of IoT systems frequently addresses either hardware aspects or generalized 
cloud solutions, overlooking the specific requirements of platform design in post-war reconstruction 
settings, where fault tolerance, adaptability, and deployment speed are of critical importance. 

The purpose of this article is to develop and substantiate a conceptual IoT-based software 
platform architecture for operational monitoring and analysis of water resources in de-occupied 
territories. 

The objectives include identifying the key functional components of the platform, descry-
bing their interrelations, and selecting the core technologies for their implementation. 

Presentation of the Main Material. To address this objective, a multi-layered event-driven 
architecture (EDA) of the software platform is proposed (Fig. 1), consisting of four logical tiers. 

In contrast to the more generalized three-tier model, this architecture explicitly distin-
guishes the network layer to emphasize the critical aspects of data transmission under unstable 
connectivity conditions. Such an approach makes it possible to design the system with due 
consideration of the key requirements for fault tolerance, scalability, and the timeliness of water 
resource monitoring in de-occupied territories. 

1. Sensor Layer (Data Collection). This layer is responsible for interacting with the physical 
environment and for primary data acquisition. Its main objective is the reliable and autonomous col-
lection of baseline data on the state of water resources through a network of intelligent sensor nodes. 

1.1. Network of Autonomous IoT Sensors. At the core of this layer lies a network of autono-
mous nodes equipped with specialized sensors for measuring key water quality indicators, such as: 

− pH (acidity/alkalinity);  
− temperature (indicator of thermal pollution); 
− turbidity (presence of suspended particles); 
− dissolved Oxygen (DO) (indicator of organic pollution); 
− electrical Conductivity (EC) (concentration of dissolved ions). 
 



ТЕХНІЧНІ НАУКИ ТА ТЕХНОЛОГІЇ № 3(41), 2025 
 

TECHNICAL SCIENCES AND TECHNOLOGIES 

299 

 
Fig. 1. Architecture for processing and reproducing monitoring data 
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For de-occupied territories, in addition to standard hydrochemical indicators, priority must 
be given to monitoring specific threats arising from military activities. Therefore, the integra-
tion of sensors for detecting the following becomes particularly relevant: 

 heavy metals (lead, cadmium, and mercury), which enter water bodies due to the de-
struction of industrial facilities and the disposal of munitions; 

 petroleum products and nitrates (as indicators of residual explosives), which result di-
rectly from the destruction of military equipment and leaks from damaged storage facilities; 

 increased radiation background, serving as an indicator of widespread environmental 
contamination [21]. 

In designing the architecture, two approaches to equipping sensor nodes were considered: 
the use of integrated multiparameter probes and the deployment of networks of individual spe-
cialized sensors. For conditions where fault tolerance and maintainability are key requirements, 
the latter approach was chosen. Unlike a multiparameter probe, which constitutes a single point 
of failure, the malfunction of an individual specialized sensor does not lead to a complete shut-
down of monitoring. This modular principle ensures graceful degradation of the system and 
greatly simplifies its scalability, which is critically important for adaptive crisis management. 

The operational and technical characteristics of the main types of sensors that affect overall 
system reliability are summarized in Table 1. 

Table 1 – Operational and technical characteristics of the main types of sensors 

№ Sensor type 
Typical measure-

ment range 
Typical  

error 
Protection 
class (IP) 

Intercalibration  
interval (typical) 

Service life 
(typical) 

1 pH sensor 0-14.00 pH ± 0,15 pH IP68 1-3 months 1-2 years 

2 ORP sensor -1999…+1999 mV ≤ ± 5 mV IP68 1-3 months 1-2 years 

3 Dissolved oxygen 
(DO) sensor 

0-20 mg/L ± 3 % FS IP68 6-12 months 3-5 years 

4 Electrical conducti-
vity (EC) sensor  

1-20000  
μS/cm 

± 1 % FS IP68 6-12 months 3-5+ years 

5 Turbidity sensor 0-4000 NTU ± 5 % FS IP68 6-12 months 3-5+ years 

6 COD sensor 0-500 mg/L ± 5 % FS IP68 3-6 months 2-3 years 

7 Chlorophyll sensor 0-400 μg/L ± 5 % FS IP68 6 months 3-5 years 

8 Petroleum products 
sensor 

0-50 ppm ± 5 % FS IP68 6 months 3-5 years 

9 Heavy metal sensor 0,01-10 mg/L ± 10 % FS IP68 3-6 months 2-3 years 

10 Nitrate sensor 0-100 mg/L (NO₃⁻) ± 5 % FS IP68 3-6 months 2-3 years 

11 Radiation sensor 
(Gamma) 

0,01-1000 μSv/h ± 15 % IP65 12 months 5+ years 

Source: developed by the authors. 

As shown in the table, the system components have different maintenance cycles. The fre-
quent calibration requirements of pH electrodes, in contrast to the long-term stability of turbi-
dity sensors, make the modular architecture the only rational choice. It enables targeted mainte-
nance of only the “demanding” components without interrupting the operation of the entire 
station, thereby minimizing operational costs. 

1.2. Data Transmission Protocols. For transmitting data from sensor nodes, the lightweight 
MQTT (Message Queuing Telemetry Transport) protocol is proposed. Its key advantages for 
IoT solutions include low bandwidth requirements and effective support for Quality of Service 
(QoS). The use of QoS levels 1 (“at least once”) or 2 (“exactly once”) guarantees data delivery 
even in the event of temporary communication disruptions, which is a fundamental requirement 
for operational monitoring. 
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1.3. Edge Computing. At this level, preliminary data processing is carried out directly on 
sensor nodes or local gateways. This includes noise filtering, data aggregation (e.g., averaging 
values over a specific interval), validation (checking data against predefined ranges to filter out 
anomalous values caused by sensor malfunctions), as well as temporary local storage in case of 
connectivity loss. Such processing significantly reduces the load on the transmission network, 
optimizes bandwidth usage, and ensures faster responses to local events, thereby increasing 
system resilience. This approach supports operational monitoring by enabling real-time collec-
tion of critical indicators for the rapid detection of emergency situations. 

2. Network Layer. The network layer ensures reliable and energy-efficient transmission of 
data from autonomous sensor nodes to the central platform. Its architecture consists of two key 
components: wireless access technologies and data transmission protocols. 

2.1. Wireless Access Technologies. Sensor nodes are equipped with robust communication 
modules selected with consideration of coverage, energy efficiency, and bandwidth under un-
stable infrastructure conditions. A hybrid approach is proposed: 

 LPWAN (LoRaWAN, NB-IoT) provides wide coverage and ultra-low power consump-
tion for transmitting small volumes of data at high frequency, making it ideal for baseline mon-
itoring. 

 4G/LTE Cat-M1 offers higher bandwidth for transmitting larger datasets or for nodes 
requiring faster information exchange. 

Additionally, to enhance the system’s resilience to failures – a critical factor under damaged 
infrastructure conditions – the use of self-organizing sensor networks (mesh networks) is consi-
dered. In such networks, nodes are capable of relaying each other’s data, thereby creating alter-
native routes in case of individual node or base station failures, which significantly increases 
overall fault tolerance. 

2.2. Data Transmission Protocols. At the application level, the lightweight MQTT (Mes-
sage Queuing Telemetry Transport) protocol is proposed. It has become the de facto standard 
for IoT solutions due to its low bandwidth requirements, resource efficiency, and reliable sup-
port for Quality of Service (QoS). 

To substantiate this choice, a comparative analysis of the main protocols in the context of 
operational monitoring tasks is provided (Table 2). 

Table 2 – Comparative analysis of data transfer protocols 

№ 
Protocol / 

Technology 
Transport / 

Model 
QoS / Reliability 

Typical  
applications 

Suitability for operational  
monitoring 

1 MQTT 
TCP, 

pub/sub via 
broker 

QoS 0, 1, 2 
IoT, telemetry, 

sensors 

High – guaranteed delivery (QoS 1, 
2), low overhead, ideal for unrelia-
ble networks 

2 CoAP 
UDP, 

REST-like 
Confirmable / 

Non-confirmable 
Sensor networks, 

LLN 
Medium – very lightweight, but ope-
rates over less reliable UDP 

3 AMQP 
TCP, bro-
ker/queues 

Reliable delivery, 
persistence 

Banking, enter-
prise systems 

Low – excessive and “heavy” for re-
source-constrained IoT devices 

4 WebSocket 
TCP, 

full-duplex 
TCP reliability 

Chats, gaming, 
live data 

Low – designed for continuous bidi-
rectional communication, not energy-
efficient for autonomous sensors 

5 HTTP/REST 
TCP/QUIC, re-
quest/response 

TCP/QUIC relia-
bility 

Web APIs, mobile 
applications 

Medium – widely used, but has high 
overhead (headers), inefficient for 
frequent small messages 

6 DDS 
UDP/TCP, 

pub/sub 
Flexible QoS pa-

rameters 
Avionics, robotics, 

industry 

Low – very powerful, but complex to 
configure and excessive for the 
given task). 

Source: developed by the authors. 
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As the analysis shows, the use of QoS levels 1 (“at least once”) or 2 (“exactly once”) in the 
MQTT protocol represents a decisive advantage. This guarantees data delivery even in the pre-
sence of temporary communication disruptions, minimizing information loss – a fundamental 
requirement for operational monitoring under unstable conditions. 

3. Data Processing and Storage Layer. This layer constitutes the core of the platform, de-
ployed either on cloud services (AWS, Azure, Google Cloud) or on a local server, and is re-
sponsible for receiving, processing, and reliably storing all data originating from the sensor 
network. Cloud infrastructure is prioritized, as it enables dynamic system scalability and en-
sures high fault tolerance. 

The data flow at this level is organized as follows: the MQTT broker receives messages, 
forwards them to the Data Processing Module for validation and transformation, and subse-
quently, the processed data together with metadata are stored in the corresponding databases. 

3.1. MQTT Broker. The central node for receiving and routing messages from all sensors. 
The broker acts as a buffer that offloads downstream components and ensures system scalability 
through asynchronous data processing and distribution. 

3.2. Data Processing Module. Responsible for validating, decoding, and transforming raw data 
into a format suitable for analysis. At this stage, more advanced algorithms are implemented for: 

 anomaly detection, using statistical methods (e.g., the three-sigma rule) or machine 
learning approaches (e.g., Isolation Forest, autoencoders for time series). 

 monitoring exceedances of maximum permissible concentrations (MPCs), as defined 
by national and international standards [22]. 

In the context of limited historical data from de-occupied territories, the module employs 
a hybrid strategy that combines unsupervised learning with transfer learning from adjacent re-
gions, as well as active online learning (expert-in-the-loop) to enable gradual model adaptation. 

3.3. Data Storage System. To ensure both efficiency and reliability, a multi-model data 
storage architecture is adopted, combining: 

 Time-Series Database (TSDB). For storing primary sensor measurements, specialized 
databases such as InfluxDB or TimescaleDB are optimal. These are designed for high write 
throughput, data compression, and fast time-based queries – capabilities that are critical for 
real-time monitoring. 

 Relational Database (RDBMS). For storing contextual metadata (e.g., PostgreSQL). 
This includes sensor information (IDs, types, calibration data), geographic locations, regulatory 
thresholds, as well as user accounts and access rights. 

4. Application & Presentation Layer. This layer provides end users with intuitive tools for 
interacting with the platform, visualizing data, and receiving alerts, which are critical for effec-
tive operational monitoring and informed decision-making. 

To illustrate the main user interaction scenarios with the system, a Use Case Diagram is 
presented in Figure 2.  

The diagram illustrates who interacts with the environmental monitoring system and in 
what way. 

Ecologists and SES Operators observe the state of the environment by reviewing both real-
time and historical data presented in the form of charts and tables. They receive automatic alert 
notifications whenever the monitored indicators exceed predefined thresholds and can generate 
analytical reports for a selected period based on the observed data. 
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Fig. 2. Diagram of options for using the monitoring platform 

The System Administrator is responsible for configuring and managing the system: adding 
new sensors and monitoring stations, defining notification rules (e.g., threshold values for pollu-
tants), ensuring the proper functioning of all components including sensors, databases, and APIs, 
managing integrations with external systems, and setting up access control policies for all users. 

Thus, the diagram distinguishes between two main user groups: information consumers 
(Ecologist, SES Operator, and general User) and the technical administrator, who ensures the 
system’s overall operability. 

At this level of representation, the system transforms raw data collected by sensors and 
processed at lower levels of the architecture into actionable insights – that is, clear visual infor-
mation and timely alerts that enable informed, real-time decision-making to prevent potential 
crisis situations. 

4.1. Access Interfaces (Web Dashboard and Mobile Applications). Two primary tools are 
provided for data interaction: 

1. Interactive Web Dashboard, implemented using Grafana or custom solutions, which offers 
full functionality for real-time data visualization. It includes an interactive map with sensor loca-
tions, indicator trend charts, tabular data, and reporting capabilities. The ability to customize dash-
boards for different user categories (e.g., environmental specialists, emergency responders, deci-
sion-makers) enhances functionality and supports timely decision-making. 

2. Mobile Applications (Android and iOS) provide rapid access to key data and alerts di-
rectly in the field. They enable responsible personnel to instantly assess the situation and re-
motely manage the monitoring system, which is critical during crisis situations. 
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4.2. Alerting Module. An automated notification system that delivers messages (via email, 
SMS, or messengers such as Telegram/Viber) to responsible stakeholders in case of crisis de-
tection, MPC exceedances, or sensor malfunctions. The system supports flexible rule configu-
ration, escalation mechanisms (notifying higher-level authorities in case of ignored alerts), and 
comprehensive event logging – making it the core of operational monitoring. 

4.3. Integration and API (Application Programming Interface). The platform provides a stand-
ardized programmatic interface (RESTful API with JSON data format) to ensure interoperability 
and data exchange. This enables: 

 integration with governmental information systems (e.g., State Emergency Service, En-
vironmental Inspectorate, local authorities) to automate response processes; 

 expansion of integration into related domains, such as production management at re-
newable energy facilities or energy consumption monitoring for comprehensive economic and 
environmental decision-making; 

 utilization of data for scientific research and development. 
The API architecture is designed in accordance with the FAIR principles (Findable, Acces-

sible, Interoperable, Reusable), which simplifies the use of platform data for further scientific 
studies and inter-agency collaboration. While governmental services today often rely on static 
file exchange [23], successful initiatives such as the alerts.in.ua service [24] demonstrate the 
societal demand for a unified national API for crisis monitoring. The proposed architecture is 
prepared for such integration. 

To ensure that the theoretical advantages of the proposed architecture – particularly its fault 
tolerance and scalability – are validated in practice, a step-by-step verification process is re-
quired, taking into account key implementation aspects. 

The validation strategy consists of three sequential stages: 
1. Technical Feasibility (Proof-of-Concept). Development of a minimal laboratory proto-

type to confirm compatibility of key technologies (MQTT, InfluxDB, Grafana) and establish 
an end-to-end data pipeline. 

2. Fault Tolerance Testing. Software-based simulation of internet disconnections to verify cor-
rect data buffering at the sensor node (Edge Computing) and guaranteed delivery upon reconnection. 

3. Pilot Deployment. Long-term operation of 3-5 autonomous nodes in real field conditions to 
analyze system stability, measurement accuracy, and the effectiveness of autonomous power supply. 

During platform implementation, particular attention must be given to the following critical 
aspects: 

Autonomy and reliability of nodes. This fundamental requirement is achieved through the 
selection of low-power microcontrollers, use of sleep modes, and integration with solar panels. 
The duration of autonomous operation (𝑇௔௨௧௢௡௢௠௬) from a battery is calculated using the formula: 

𝑇௔௨௧௢௡௢௠௬(𝑑𝑎𝑦𝑠) =
஼್ೌ೟೟∙௏೙೚೘∙ఎ೏

ா೏ೌ೤
, 

where  Cbatt – battery capacity (Ah); 
Vnom – nominal voltage (V); 
ηd – discharge efficiency factor (typically 0,85-0,95); 
Eday – calculated daily energy consumption (Wh), which depends on the power and operating 

time in different modes: 

Eday = (Psleep ⋅ tsleep) + (Pactive ⋅ tactive) + (Ptx ⋅ ttx) 
where P – power consumption; 

t – total time spent in sleep, active measurement, and data transmission modes. 
Scalability and flexibility of the platform are ensured through the use of an event-driven archi-

tecture (EDA). The central element, the MQTT broker, allows new sensors (event producers) and 
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data processors (event consumers) to be added independently without modifying the logic of exis-
ting components. This creates loose coupling between system elements and enables flexible scaling 
of individual parts depending on the workload. 

Cybersecurity is ensured at all levels: from encrypted data transmission (TLS/SSL) and 
secure device authentication to protection at the presentation layer. The web dashboard and 
APIs are developed in accordance with security standards, particularly the OWASP Top 10 [25], 
to mitigate common vulnerabilities. A role-based access control (RBAC) model is also imple-
mented to differentiate user permissions. 

When designing the architecture, the provisions of the CAP theorem (Consistency, Availa-
bility, Partition Tolerance) [26] were taken into account. In conditions of unstable connectivity in 
de-occupied territories, priority is given to availability and partition tolerance. This ensures that 
the system continues to collect and accept data even during temporary connection loss with some 
nodes. The architecture adheres to BASE principles (Basically Available, Soft state, Eventually 
consistent), guaranteeing eventual consistency: after communication is restored, all data accumu-
lated on sensor nodes will be reliably delivered and processed, thereby maintaining monitoring 
integrity [27]. 

Economic justification. The project is feasible when the cost of prevented damage (Lprevented) 
significantly exceeds the total cost of ownership (CTCO), which consists of capital expenditures 
(CCAPEX) and operational (COPEX) expenditures: 

CTCO = CCAPEX + COPEX. 

For the long-term and reliable operation of the platform, its development should include: 
 regulated technical maintenance. The development of clear instructions for calibration, 

cleaning, and component replacement; 
 institutional support. Transfer of the system to the balance sheet of a responsible autho-

rity (e.g., the State Environmental Inspectorate); 
 software update planning. Regular release of updates to improve functionality and 

strengthen security. 
Conclusions. The study developed and substantiated a conceptual architecture of a soft-

ware platform for rapid monitoring of water resources, adapted to the specific challenges of de-
occupied territories. 

The scientific novelty lies in the proposed detailed four-layer architecture (sensing, networ-
king, processing, presentation), which systematically addresses the key challenge – ensuring fault 
tolerance, deployment flexibility, and interoperability under conditions of damaged infrastructure 
and unstable connectivity. Unlike existing analogues designed for stable environments, the pro-
posed solution comprehensively integrates technologies for operation in crisis scenarios. 

Practical results include justification of key technology choices for each architectural layer. 
For the sensing layer, a modular approach with specialized sensors is proposed, ensuring 
“graceful degradation” of the system. For the networking layer, the use of the MQTT protocol 
with QoS is substantiated to guarantee data delivery, along with hybrid communication tech-
nologies (LPWAN/4G). For the server layer, a fault-tolerant architecture is proposed based on 
an MQTT broker, a machine learning module, and a multi-model data repository. 

The key advantage of the developed solution is its comprehensive orientation toward fault 
tolerance, rapid deployment, and integration with emergency response systems. Implementa-
tion of such a platform will enable a shift from reactive to proactive, data-driven environmental 
safety management, ensuring informed decision-making in real time. 

Further research will focus on prototyping key system modules, practical validation of fault 
tolerance by simulating connectivity disruptions, and the development of predictive analytics 
algorithms for early detection of potential environmental threats. 
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Thus, the proposed platform is not only a technical solution but also a strategic tool that ensures 
the environmental dimension of safe and sustainable recovery of Ukraine’s de-occupied territories. 

Statement on the Use of Generative AI in the Manuscript Preparation Process. 
The authors utilized AI (Chat GPT) to enhance the readability and correct stylistic and 

grammatical errors in this article. Following the use of this tool, the authors reviewed and edited 
the content as needed, and assume full responsibility for the publication's content. 

References 
1. Ministerstvo zakhystu dovkillia ta pryrodnykh resursiv Ukrainy. (n.d.). Zlochyny viiny proty dov-

killia: pytannia ne lyshe Ukrainy, a y usoho svitu [War crimes against the environment: an issue not only 
for Ukraine, but for the whole world]. Retrieved August 19, 2025, from https://mepr.gov.ua/zlochyny-
vijny-proty-dovkillya-pytannya-ne-lyshe-ukrayiny-a-j-usogo-svitu/ (in Ukrainian). 

2. Velyka, A. (2024). Repeated organic pollution is recorded on the Seim River. EcoPolitic. 
https://ecopolitic.com.ua/en/news/repeated-organic-pollution-is-recorded-on-the-seim-river/. 

3. Boholiubov, V. M., Salnikova, A. V., & Rakoid, O. O. (2023). Ekolohichnyi monitorynh: navchal-
nyi posibnyk [Environmental monitoring: a study guide]. Natsionalnyi universytet bioresursiv i 
pryrodokorystuvannia Ukrainy. https://nubip.edu.ua/sites/default/files/u243/24.pdf (in Ukrainian). 

4. Lindemulder, G., & Kosinski, M. (2025). What is environmental monitoring? IBM. 
https://www.ibm.com/think/topics/environmental-monitoring. 

5. Ministerstvo zakhystu dovkillia ta pryrodnykh resursiv Ukrainy. (2025). Pershyi pilotnyi proiekt 
u ramkakh e-Voda zapustyly na Zakarpatti [The first pilot project within the e-Water framework was 
launched in Zakarpattia]. https://mepr.gov.ua/pershyi-pilotnyj-proyekt-u-ramkah-e-voda-zapustyly-na-
zakarpatti/ (in Ukrainian). 

6. ArcGIS Hub. (n.d.). Chernihiv water arteries monitor: Online monitoring system of the state of 
water arteries of the Chernihiv region. Retrieved August 19, 2025, from https://water-monitoring-wdc-
ukraine.hub.arcgis.com/. 

7. University of Central Florida. (n.d.). Real-time water quality monitoring. Stormwater Manage-
ment Academy. Retrieved August 19, 2025, from https://stormwater.ucf.edu/research/water-quality-
monitoring/. 

8. Axiotidis, C., Konstantopoulou, E., & Sklavos, N. (2024). A wireless sensor network IoT platform 
for consumption and quality monitoring of drinking water. SN Applied Sciences. https://link.springer.com/ 
article/10.1007/s42452-024-06384-1. 

9. Chen, W., Hao, X., Lu, J., Yan, K., Liu, J., He, C., & Xu, X. (2021). Research and design of 
distributed IoT water environment monitoring system based on LoRa. Journal of Sensors, 2021. 
https://doi.org/10.1155/2021/9403963. 

10. Nasution, S. F., Harmadi, H., Suryadi, S., & Widiyatmoko, B. (2023). Development of river 
flow and water quality using IOT-based smart buoys environment monitoring system. Jurnal Ilmu Fisika 
| Universitas Andalas, 16(1), 1-12. https://doi.org/10.25077/jif.16.1.1-12.2024. 

11. Ghosh, D., Prakash, N., Goyal, P., & Agrawal, A. (2020). Smart saline level monitoring system 
using ESP32 and MQTT-S. ResearchGate. https://www.researchgate.net/publication/341778266_ 
Smart_Saline_Level_Monitoring_System_Using_ESP32_And_MQTT-S. 

12. Ashraf, U., Khwaja, A., Qadir, J., Avallone, S., & Yuen, C. (2021). WiMesh: Leveraging mesh net-
working for disaster communication in poor regions of the world. arXiv. https://arxiv.org/abs/ 2101.00573. 

13. Poke, B. (2023). Evaluation of LoRa mesh networks for disaster response. Deep Blue Docu-
ments, University of Michigan. https://deepblue.lib.umich.edu/handle/2027.42/176695. 

14. Attallah, N. A., Horsburgh, J. S., Beckwith, A. S., & Tracy, R. J. (2021). Residential water 
meters as edge computing nodes: Disaggregating end uses and creating actionable information at the 
edge. Sensors, 21(16), 5310. https://www.mdpi.com/1424-8220/21/16/5310. 

15. Pires, L. M., & Gomes, J. (2024). River water quality monitoring using LoRa-based IoT. Ap-
plied System Innovation, 8(6), 127. https://www.mdpi.com/2411-9660/8/6/127. 

16. Pacella, M., Papa, A., Papadia, G., & Fedeli, E. (2025). A scalable framework for sensor data inges-
tion and real-time processing in cloud manufacturing. Applied Sciences, 18(1), 22. https://www.mdpi.com/ 
1999-4893/18/1/22. 



ТЕХНІЧНІ НАУКИ ТА ТЕХНОЛОГІЇ № 3(41), 2025 
 

TECHNICAL SCIENCES AND TECHNOLOGIES 

307 

17. Liu, R., Yuan, J., & Huang, X. (2024). Benchmarking time series databases with IoTDB-Bench-
mark for IoT scenarios. arXiv. https://arxiv.org/abs/1901.08304. 

18. EMQ Technologies. (2023, November 8). Building an IoT time-series data application for energy 
storage with MQTT and InfluxDB. Medium. https://emqx.medium.com/building-an-iot-time-series-data-
application-for-energy-storage-with-mqtt-and-influxdb-9094aff810f5. 

19. Khattach, O., Moussaoui, O., & Hassine, M. (2025). End-to-end architecture for real-time IoT 
analytics and predictive maintenance using stream processing and ML pipelines. ResearchGate. 

20. Shahid, M. S. B., Rifat, H. R., Uddin, M. A., Islam, M. R., & Rahaman, M. A. (2024). Hyper-
tuning-based ensemble machine learning approach for real-time water quality monitoring and predic-
tion. Applied Sciences, 14(19), 8622. https://www.mdpi.com/2076-3417/14/19/8622. 

21. Al-Khafaji, M., Al-Fahaad, K., & Angelidaki, I. (2022). Conflict-related environmental dam-
ages on health: lessons learned from the past wars and ongoing Russian invasion of Ukraine. Environ-
mental Health and Preventive Medicine, 27, 37. https://doi.org/10.1265/ehpm.22-00122. 

22. Ministerstvo okhorony zdorov'ia Ukrainy. (2010, May 12). Pro zatverdzhennia Derzhavnykh 
sanitarnykh norm ta pravyl "Hihiienichni vymohy do vody pytnoi, pryznachenoi dlia spozhyvannia liu-
dynoiu" [On approval of the State sanitary norms and rules "Hygienic requirements for drinking water 
intended for human consumption"] (Nakaz № 400). Verkhovna Rada Ukrainy. https://za-
kon.rada.gov.ua/laws/show/z0452-10 (in Ukrainian). 

23. Kabinet Ministriv Ukrainy. (2015, October 21). Pro zatverdzhennia Polozhennia pro nabory 
danykh, yaki pidliahaiut opryliudnenniu u formi vidkrytykh danykh [On the Approval of the Regulation 
on data sets subject to publication in the form of open data] (Postanova № 835). Verkhovna Rada 
Ukrainy. https://zakon.rada.gov.ua/laws/show/835-2015-%D0%BF (in Ukrainian). 

24. Alerts.in.ua. (n.d.). Alerts.in.ua API. Retrieved August 19, 2025, from https://devs.alerts.in.ua/. 
25. OWASP Foundation. (2021). OWASP Top 10. https://owasp.org/www-project-top-ten/. 
26. Gilbert, S., & Lynch, N. (2002). Brewer's conjecture and the feasibility of consistent, available, 

partition-tolerant web services. ACM SIGACT News, 33(2), 51-59. https://doi.org/10.1145/564585.564601. 
27. Brewer, E. A. (2012). CAP twelve years later: How the 'rules' have changed. Computer, 45(2), 

23-29. https://doi.org/10.1109/MC.2012.37. 

Список використаних джерел 
1. Злочини війни проти довкілля: Питання не лише України, а й усього світу – Міністерство 

захисту довкілля та природних ресурсів України. (б. д.). Міністерство захисту довкілля та при-
родних ресурсів України – офіційний сайт. https://mepr.gov.ua/zlochyny-vijny-proty-dovkillya-
pytannya-ne-lyshe-ukrayiny-a-j-usogo-svitu/.  

2. Velyka, A. (2024). Repeated organic pollution is recorded on the Seim River. EcoPolitic. 
https://ecopolitic.com.ua/en/news/repeated-organic-pollution-is-recorded-on-the-seim-river/.  

3. Боголюбов, В. М., Сальнікова, А. В., & Ракоїд, О. О. (2023). Екологічний моніторинг: нав-
чальний посібник. Національний університет біоресурсів і природокористування України. 
https://nubip.edu.ua/sites/default/files/u243/24.pdf. 

4. Lindemulder, G., & Kosinski, M. (n.d.). What is environmental monitoring? IBM. 
https://www.ibm.com/think/topics/environmental-monitoring. 

5. Перший пілотний проєкт у рамках е-Вода запустили на Закарпатті – Міністерство за-
хисту довкілля та природних ресурсів України. (n.d.). Міністерство захисту довкілля та природ-
них ресурсів України – офіційний сайт. https://mepr.gov.ua/pershyj-pilotnyj-proyekt-u-ramkah-e-
voda-zapustyly-na-zakarpatti. 

6. Systems of online monitoring of the state of water arteries of the Chernihiv region. (n.d.). Systems 
of online monitoring of the state of water arteries of the Chernihiv region. https://water-monitoring-wdc-
ukraine.hub.arcgis.com/. 

7. University of Central Florida. (n.d.). Real-time water quality monitoring. Stormwater Manage-
ment Academy. https://stormwater.ucf.edu/research/water-quality-monitoring/. 

8. Axiotidis, C., Konstantopoulou, E., & Sklavos, N. (2024). A wireless sensor network IoT plat-
form for consumption and quality monitoring of drinking water. Discover Applied Sci-
ences, 7(1). https://doi.org/10.1007/s42452-024-06384-1. 



ТЕХНІЧНІ НАУКИ ТА ТЕХНОЛОГІЇ № 3(41), 2025 
 

TECHNICAL SCIENCES AND TECHNOLOGIES 

308 

9. Chen, W., Hao, X., Lu, J., Yan, K., Liu, J., He, C., & Xu, X. (2021). Research and design of dis-
tributed iot water environment monitoring system based on lora. Wireless Communications and Mobile 
Computing, 2021, 1-13. https://doi.org/10.1155/2021/9403963. 

10. Nasution, S. F., Harmadi, H., Suryadi, S., & Widiyatmoko, B. (2023). Development of river 
flow and water quality using iot-based smart buoys environment monitoring system. Jurnal ilmu fisika 
| universitas andalas, 16(1), 1-12. https://doi.org/10.25077/jif.16.1.1-12.2024. 

11. Ghosh, Debjani & Agrawal, Ankit & Prakash, Navin & Goyal, Pushkal. (2020). Smart Saline 
Level Monitoring System Using ESP32 And MQTT-S. 

12. Ashraf, U., Khwaja, A., Qadir, J., Avallone, S., & Yuen, C. (2021). WiMesh: Leveraging mesh net-
working for disaster communication in poor regions of the world. arXiv. https://arxiv.org/abs/2101.00573.  

13. Poke, B. (2023). Evaluation of LoRa mesh networks for disaster response. Deep Blue Docu-
ments, University of Michigan. https://deepblue.lib.umich.edu/handle/2027.42/176695. 

14. Attallah, N. A., Horsburgh, J. S., Beckwith, A. S., & Tracy, R. J. (2021). Residential water 
meters as edge computing nodes: Disaggregating end uses and creating actionable information at the 
edge. Sensors, 21(16), 5310. https://www.mdpi.com/1424-8220/21/16/5310. 

15. Pires, L. M., & Gomes, J. (2024). River water quality monitoring using LoRa-based IoT. Ap-
plied System Innovation, 8(6), 127. https://www.mdpi.com/2411-9660/8/6/127. 

16. Pacella, M., Papa, A., Papadia, G., & Fedeli, E. (2025). A scalable framework for sensor data 
ingestion and real-time processing in cloud manufacturing. Applied Sciences, 18(1), 22. 
https://www.mdpi.com/1999-4893/18/1/22. 

17. Liu, R., Yuan, J., & Huang, X. (2024). Benchmarking time series databases with IoTDB-Bench-
mark for IoT scenarios. arXiv. https://arxiv.org/abs/1901.08304. 

18. EMQ Technologies. (2023, November 8). Building an IoT time-series data application for en-
ergy storage with MQTT and InfluxDB. Medium. https://emqx.medium.com/building-an-iot-time-
series-data-application-for-energy-storage-with-mqtt-and-influxdb-9094aff810f5. 

19. Khattach, O., Moussaoui, O., & Hassine, M. (2025). End-to-end architecture for real-time IoT 
analytics and predictive maintenance using stream processing and ML pipelines. ResearchGate. 

20. Shahid, M. S. B., Rifat, H. R., Uddin, M. A., Islam, M. R., & Rahaman, M. A. (2024). Hyper-
tuning-based ensemble machine learning approach for real-time water quality monitoring and predic-
tion. Applied Sciences, 14(19), 8622. https://www.mdpi.com/2076-3417/14/19/8622. 

21. Al-Khafaji, M., Al-Fahaad, K., & Angelidaki, I. (2022). Conflict-related environmental damages 
on health: lessons learned from the past wars and ongoing Russian invasion of Ukraine. Environmental 
Health and Preventive Medicine, 27, 37. https://doi.org/10.1265/ehpm.22-00122. 

22. Про затвердження Змін до Державних санітарних норм та правил «Гігієнічні вимоги до 
води питної, призначеної для споживання людиною», Наказ Міністерства охорони здоров’я 
України No. 505 (2011) (Україна). https://zakon.rada.gov.ua/laws/show/z1043-11#Text. 

23. Про затвердження Положення про набори даних, які підлягають оприлюдненню у формі 
відкритих даних, Постанова Кабінету Міністрів України №. 835 (2025) (Україна). https://zakon. 
rada.gov.ua/laws/show/835-2015-п#Text.  

24. Alerts.in.ua. (n.d.). Alerts.in.ua API. Retrieved August 19, 2025, from https://devs.alerts.in.ua/. 
25. OWASP Foundation. (2021). OWASP Top 10. https://owasp.org/www-project-top-ten/. 
26. Gilbert, S., & Lynch, N. (2002). Brewer's conjecture and the feasibility of consistent, available, 

partition-tolerant web services. ACM SIGACT News, 33(2), 51-59. https://doi.org/10.1145/ 
564585.564601. 

27. Brewer, E. A. (2012). CAP twelve years later: How the 'rules' have changed. Computer, 45(2), 
23-29. https://doi.org/10.1109/MC.2012.37. 

Отримано 19.09.2025 

 

 



ТЕХНІЧНІ НАУКИ ТА ТЕХНОЛОГІЇ № 3(41), 2025 
 

TECHNICAL SCIENCES AND TECHNOLOGIES 

309 

УДК 004.9:[504.4.054+355.015] 

Фенікс Сергійович Аартворк1, Олена Василівна Трунова2 

1аспірант кафедри інформаційних технологій та програмної інженерії 
Національний університет «Чернігівська політехніка» (Чернігів, Україна) 

E-mail: nicksnickslaw@gmail.com. ORСID: https://orcid.org/0009-0004-1129-1322  
2кандидат педагогічних наук, доцент, доцент кафедри інформаційних технологій та програмної інженерії 

Національний університет «Чернігівська політехніка» (Чернігів, Україна) 
E-mail: m.dorosh@stu.cn.ua. ORСID: https://orcid.org/0000-0003-0689-8846  

ResearcherID: G-3925-2014. Scopus Author ID: 57211429427 

ПРОЄКТУВАННЯ ПРОГРАМНОЇ ПЛАТФОРМИ ОПЕРАТИВНОГО 
МОНІТОРИНГУ ВОДНИХ РЕСУРСІВ НА ОСНОВІ ІНТЕРНЕТУ РЕЧЕЙ  
Актуальність дослідження зумовлена критичним пошкодженням інфраструктури водопостачання на деокупо-

ваних територіях України, що створює гострі ризики техногенного забруднення водних ресурсів та виявляє неефек-
тивність традиційних методів моніторингу. 

Проблема полягає у відсутності комплексної програмної платформи, здатної забезпечити оперативний та на-
дійний збір, передачу й аналіз даних в умовах нестабільного зв’язку, швидкого розгортання та необхідності інтеграції 
із системами кризового реагування. 

Метою статті є розробка та обґрунтування концептуальної архітектури спеціалізованої програмної платфо-
рми на основі Інтернету речей (IoT), адаптованої до цих викликів. 

У процесі дослідження запропоновано деталізовану чотирирівневу архітектуру, що включає: рівень датчиків із 
модульним принципом для моніторингу специфічних загроз (важкі метали, нафтопродукти); мережевий рівень з вико-
ристанням гібридного підходу (LPWAN/4G) та протоколу MQTT для гарантованої доставки даних; рівень обробки та 
зберігання на базі хмарних сервісів, MQTT-брокера, модуля машинного навчання та мультимодельного сховища даних; 
рівень представлення та взаємодії, що об’єднує вебпанель, мобільні додатки, систему сповіщень та API для інтеграції. 

Висновки полягають у тому, що запропонована архітектура створює основу для розробки відмовостійкої та масш-
табованої платформи, яка дозволить перейти від реактивного до проактивного управління екологічною безпекою, забез-
печуючи прийняття обґрунтованих рішень у реальному часі та сприяючи сталому відновленню постраждалих територій. 

Ключові слова: інтернет речей (IoT); оперативний моніторинг; водні ресурси; деокуповані території; екологі-
чна безпека; архітектура програмної платформи; відмовостійкість; автономні сенсори.  

Рис.: 3. Табл.: 2. Бібл.: 27. 
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